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Abstract of the Dissertation

The Dynamic Nature of the Folded and Unfolded States of the Villin Headpiece
Helical Subdomain

by
Lauren Wickstrom
Doctor of Philosophy
in
Biochemistry and Structural Biology

Stony Brook University

2009

The symbiotic relationship between experiment and simulation is necessary for a
complete understanding of biomolecular structure and dynamics. Computational
approaches can provide structural populations and atomic detail, and describe motion not
visible on the macroscopic level, which can be used to interpret the experimental average
ensemble as well develop new experiments. In turn, simulations rely on experimental
observables for validation of a particular model or method.

In this work, both tools are used collaboratively to study the structure of the folded
and the unfolded states of proteins. Solution NMR and X-ray structures of the folded
state are widely used as a reference for simulations and experiments. Recent work has
shown that the denatured state contains structure that is important for understanding
protein stability and the folding pathway. This knowledge can be utilized to understand
and treat protein misfolding diseases.

One of the key model systems, the 36-residue villin headpiece helical subdomain

(HP36), was chosen for these studies because of its simple topology, small size and fast
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folding properties. Structures of HP36 have been determined using X-ray crystallography
and NMR spectroscopy, but the two structures exhibited clear differences. Molecular
dynamics simulations and experimental double mutant cycles were used to show that the
X-ray structure is the better representation of the folded state in solution.

Previous experimental evidence has suggested that there is residual structure in the
denatured state of HP36. Fragment analysis has shown that the three individual helices of
HP36 lack significant structure compared to a larger fragment containing the first two
helices (HP21). These techniques, however, are low resolution and are unable to quantify
low levels of helical structure and whether it occurs in the same regions as HP36.
Simulations were used to quantify the structure in all of the fragments. The HP21
ensemble contains less helical structure than predicted by NMR experimental observables
possibly due to deficiencies in sampling and the force field. To address these limitations,

simulation methodology and models were investigated.
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1. Introduction

1.1 Symbiotic Relationship between Experiments and Computational
Studies

The symbiotic relationship between experiment and simulation is necessary for a
complete understanding of biomolecular structure and dynamics. Molecular modelling
can provide structural populations and atomic detail, describing motions not visible on
the macroscopic level. The information can be used to interpret the experimental average
ensemble as well as develop new experiments. Ab-initio protein folding simulations,
protein design and comparative modeling methods have provided accurate models for
amino acid sequences in cases where there were no experimentally determined structures
[1-4]. In addition, simulations have provided flexibility to static models in regions which
has been shown to be important in the docking field [5]. Lastly, simulations can provide a
view of the interconverting structural populations in the experimental average. A recent
comparison between molecular dynamics (MD) simulations and electron paramagnetic
resonance (EPR) data has confirmed the existence of a wide open conformation and the
dominance of the semi-open conformation in the unbound ensemble of HIV protease [6].

In turn, simulations rely on experimental observables for the development and
validation of a particular method. Force fields rely heavily on experimental
measurements such as bond lengths and angles and thermodynamic measurements for

parameterization. Force fields are validated through the comparison of experimental and



calculated values from simulations (ie. scalar coupling constants, order parameters,
residual dipolar couplings and solvation free energies). This experimental data can also

be used to optimize the computational model.

1.2 The Importance of Understanding Folded and Unfolded State
Structure

1.2.1 What is the protein folding problem?

In this work, experiments and molecular modelling are used collaboratively to
study the structure of the folded and the unfolded states involved in protein folding. The
protein folding problem focuses on the propensity of amino acid sequences to quickly
fold from the denatured state to the native 3-dimensional structure. In the 1960's,
Anfinsen established that the only necessary information needed for a protein to fold was
entirely contained in the amino acid sequence [7]. Furthermore, in 1968, Levinthal
pointed out that the number of unfolded conformations is so enormous that a protein
could not possibly find the native state by random sampling of all conformations.
Together, these two insights suggest that nature finds a shortcut, or a folding pathway to
find the most stable functional conformation in a reasonable manner [8]. This state is

located at the free energy minimum in the funnel model for folding (Figure 1-1) [9].



Figure 1-1. Folding funnel of lysozyme. E is the free energy of the system, Q is the
proportion of native contacts formed and P is the configurational entropy. Adapted from
Dobson et al. [9].

1.2.2 Importance of the folded state

It is important to understand the structure of the folded state of a protein. Proteins
are involved in almost all processes within the body. If we are able to understand the
structure of their functional form, we can start to dissect the parts of the protein important
for biological activity. For example, HIV protease contains a catalytic triad which is
responsible for cleaving the proteins involved in the HIV lifecycle. This knowledge can
be used in areas such as drug design to create inhibitors that target the recognition
pockets surrounding the active site of HIV protease.

The two main methods for structural determination of the folded state are nuclear

magnetic resonance (NMR) and X-ray crystallography. Currently, the protein databank



holds approximately 87 % X-ray structures and 13 % NMR structures. Presently, X-ray
structures can provide a wealth of structural information due to the increasing amount of
high resolution structures (346 structures are in the databank with a resolution between .5
and 1.0 A). NMR provides an ensemble of structures which can take into account
structural variability in regions like loops. Despite the advances, both approaches suffer

from limitations which are discussed further in Chapter 2.

1.3 Studying the Unfolded State

1.3.1 Why is studying the unfolded state important?

Protein function is a vital part of the scientific community’s interest. Because of
this interest, the native (functional) state gets the most attention. The unfolded or
denatured state had been assumed to have a random coil structure and was thought to
have little significance in biological activities. Recent studies have shown that the
denatured state can contain large amounts of structure which are of particular importance
to protein stability, folding kinetics and mechanism [10]. Mutations can play a major role
in altering the stability of the unfolded state and making a native state conformation more
or less favored [11-13]. Identification of significant structure in the denatured state allows
for a greater understanding of the protein folding pathway and the temporal ordering of
folding events. This knowledge can be utilized to understand protein misfolding diseases

such as prion and amyloid related illnesses [14, 15].

1.3.2 Difficulties in resolving the unfolded state ensemble experimentally

The denatured state is more difficult to study experimentally because of its low

solubility, dynamic nature and the size of the structural ensembles compared to the native



state. Experimental difficulties arise because of the short lifetime of the denatured state in
refolding experiments and small populations of it at equilibrium. IR and CD experiments
can only suggest basic information about residual secondary structure if the unfolded
structural ensemble is well populated [16]. Small angle X-ray or neutron scattering
(SAXS and SANS) can only produce information about properties of the average
ensemble of the denatured state [17]. In more recent years, increasingly sophisticated
NMR techniques have been developed that can resolve unfolded protein structure with
more detail [18]. By shifting the equilibrium towards the unfolded state by using mild
chemical denaturant, alteration of the pH [19], temperature [20] or mutation [21, 22], it is
possible to study the denatured state [23]. While these techniques give accurate structural
descriptions of highly denatured in vitro populations, they cannot give accurate
descriptions of the denatured state under physiological conditions.

One indirect technique used to overcome the problems of studying the denatured
state under native conditions is to analyze peptide fragments of secondary structure from
the whole protein. According to the diffusion-collision theory of protein folding,
secondary structure formation is followed by tertiary structure formation.[24] Peptide
fragment analysis provides the local propensity for secondary structure formation and a
potential look at structures in the early stages of folding [24, 25]. However, the lack of
tertiary interactions with the rest of the protein chain can give an incomplete picture. In
certain cases, larger fragments with more than 2 elements of secondary structure have

suggested the presence of tertiary contacts in the denatured state [26, 27].



1.4 How Can Simulations Help Us Study the Protein Folding Problem?

In addition to experiments, MD simulations have investigated aspects of protein
folding [28]. Simulations starting from a native state have been useful for testing stability
of an experimental structural model [29-31], understanding hydration dynamics [32] and
interactions in the folded state [29]. MD simulations starting from the unfolded state have
been useful for understanding the protein folding pathways for various model systems
[33-35]. These simulations enhance the understanding of more mechanistic details of
protein folding and structure. They also allow us to examine sparsely populated unfolded
and non-native structures that can influence experimental results. In addition, high
temperature MD has been employed to study transition states in the unfolding pathway

[22, 36].

1.4.1 The limitations of simulations

Simulations face a different set of limitations, which include the accuracy of the
model, the force field, and time scale. Realistic, detailed simulations come at a high
computational cost, forcing many to minimize and approximate properties of their system
such as the representation of the protein or the solvent. Some force fields can predict
wrong structures due to biases in parameters [37] or produce over stabilized structures for
certain systems. Another problem is that computer power limits the simulation time. Even
with the best resources, very few studies of protein folding have generated 1 ps of data
[34]. Since proteins take from milliseconds to seconds to fold, much of the folding
process can not be observed. Therefore, accurate populations at equilibrium cannot be

generated. This time disadvantage also limits the size of the protein one is able to study



and the number of structures sampled in a simulation. High temperature MD has been
employed because the rates of denaturation are faster [22]. As the temperature increases.
the more likely it is that a protein will unfold and have no significant structure or no
physiologically relevant structures. In the next section, the focus will be on investigating

MD methodology and its relevance to the work in this thesis.

1.5 Simulation Methodology

1.5.1 Force field

In molecular mechanics, force fields account for different kinds of energetic
interactions a particle can experience. More complex force fields may be more accurate
but will also require more computational time, further shortening simulations. The basic
force field equation accounts for bond stretching, angle bending, torsions, electrostatic
interactions and van der Waals forces (Equation 1-1). With initial Cartesian coordinates, it

is possible to calculate the potential energy (U) of a protein.

atoms 4 B. atoms iy (.
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Equation 1-1. General force field equation.

The potential energy can be used to solve for the force (F) at a particular coordinate (x)

(Equation 1-2).



Equation 1-2. Relationship between force and potential energy.

The integration of Newton’s second law provides the next coordinates and velocities for

an atom of mass (m) at a particular time (t) (Equation 1-3) [38].

d’x F
dt* m

Equation 1-3. Newton’s 2" law of motion.

This process is repeated on the atoms at the new coordinates and velocities generating a
trajectory for that particular molecule in the simulation.

Therefore, the accuracy of the force field is quite important for the generation of
the correct ensemble of structures. Each force field has a unique set of parameters to
input into the potential energy equation. The most commonly used force fields are
available through AMBER [39], CHARMM [40], OPLS [41] and GROMOS [42].
Experimental comparison is a necessity to determine the accuracy of the energy function.
Recent work has focused on using scalar coupling constants [43, 44] and NMR relaxation
techniques [45-48] to verify force field quality. In Chapter 6, we evaluate the AMBER

ff99SB with a variety of J-coupling constants.

1.5.2 Solvation

Accurate modeling of water is essential since it is involved with most biological
interactions. Solvation properties are especially important at the solute-solvent interface

compared to the bulk solvent. At solvent-solute interface, bridging waters play a key role



in protein stability. The two solvation models used in MD simulations are the explicit
solvent and implicit solvent water models.
1.5.2.1 Explicit solvent models

Explicit solvent is the more accurate choice for solvation effects. Under these
conditions, the protein is solvated by many individual water molecules in a unit cell using
periodic boundary conditions. The number of solvent molecules depends on the desired
concentration of the system and the type of simulation. Simulations of a folded protein at
room temperature will require a smaller box than at higher temperatures where unfolding
may take place. With the increase in system size, these simulations are quite
computationally expensive.

The accuracy of the water model will also play a role in the computational expense.
The expense of a water model can vary depending on how many sites are included (ie
TIP3P vs TIP4P) [49], and if certain effects are included in the model (ie. quantum effects
or polarizability). If one is interested more in the solute behavior, this level of theory may
not be necessary to observe accurate dynamics. In Chapter 7, we compare the effects of
using two rigid water models, TIP3P [49] and TIP4P-Ew [50] on the interactions in small
peptides and proteins.
1.5.2.2 Implicit models

Implicit models, such as Poisson Boltzmann (PB) and Generalized Born [51] (GB),
have been used to reduce the computational expense of explicit water. The methods
estimate the effect of water by calculating the average free energy of solvation for a
solute molecule. This reduces the system size drastically as well as eliminates the solvent

friction during the simulation. The result is a faster conformational search for your



biomolecule of interest.

For accurate modeling, PB is the better choice for implicit solvation; however its
implementation in molecular dynamics is computationally demanding [52]. Furthermore,
GB is known to cause such artifacts such as the overstabilization of salt bridges [33, 53-
57] and a-helices [58, 59]. There appears to be a need for the inclusion of the first explicit
solvation shell to capture effects of the solute-solvent interface [57-61]. In Chapter 3, we

compare the results of explicit and implicit water simulations.

1.5.3 Enhanced sampling with replica exchange molecular dynamics

Replica exchange molecular dynamics (REMD) or parallel tempering has been
used to overcome the sampling problem and the high temperature problem [62, 63]. In
temperature REMD, multiple non-interacting MD simulations are run over a range of
different temperature (Figure 1-2). These replicas are allowed to exchange with each

other according to a transition probability (Equation 1-4).
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Figure 1-2. Replica exchange ladder of temperatures. Replica space is represented by
different colors and temperature space is represented by each corresponding temperature.
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O = Pl U U

Equation 1-4. Transition probability for the neighboring replicas in REMD.
PX =X s the exchange probability between states X and X’ and # (X' X)is the

exchange probability between states X’ and X. The exchanges are made between replicas
i and j , which at located at the temperature Tm and Tn. kB is the Boltzmann constant. U
is the potential energy at position q.

Through exchanges with a high temperature structures, lower temperature
simulations can escape local minima allowing for the system to reach equilibrium. High
temperature replicas can also exchange with lower temperature replicas producing a
simulated annealing effect. This increases the amount of sampling of structures as
compared to regular MD where structures may get trapped in local minima [53, 54, 64-
70]. The weight factors in the REMD equations are Boltzmann weights, which drives the
simulation to equilibrium, while the transition probability has been constructed to
maintain canonical properties for each of the temperatures. REMD is used in Chapter 3-7
with different small peptide model systems.
1.5.3.1 Limitations of REMD

The REMD approach becomes especially challenging in explicit solvent. As the
system size grows larger, the number of solvent molecules required increases. REMD
rapidly becomes computationally unfeasible because the number of replicas needed to
span a given temperature range increases with the square root of the number of degrees of
freedom in the system [63, 71]. Solvent viscosity also slows the conformational search

making it harder for a non-native structure to fold to a native conformation [72, 73].

Lastly, the benefits of high temperatures are limited to temperature dependent processes

11



such as protein unfolding [74-78]. To our knowledge converged REMD simulations in
explicit solvent from independent starting conformations have only been reported for
short helical or unstructured peptides [58, 79, 80].

To overcome the problems encountered in standard REMD, new variations of
REMD have been developed. One solution has been to discard some of the solvent
degrees of freedom during the derivation of the REMD exchange probability.
Explicit/Implicit Hybrid REMD and replica exchange with solute tempering methods are
examples of this approach [58, 81]. While these methods reduce the amount of required
replicas, convergence is still comparable to standard REMD. A second solution is to
perform REMD with a converged structural reservoir to improve convergence. In
Reservoir REMD (R-REMD) [82], a high temperature is used to generate a structural
pool which eliminates many of the problems with temperature dependence if the
optimum temperature is found. Nevertheless, there are difficulties in obtaining a
converged ensemble for one temperature for larger systems. In Chapter 5, there is further
discussion pertaining to R-REMD and its application to systems in explicit solvent.
Another approach is Hamiltonian REMD, which uses a biasing functioning to scale the
replicas. Several studies have applied this approach [71, 83, 84]. This approach
eliminates any problems with temperature but finding a proper reaction coordinate can be
challenging.

1.6 Model System Used to Study Protein Folding — Villin Headpiece
Helical Subdomain

The system studied in half of this thesis is the villin headpiece helical subdomain

(HP36). Villin is an actin regulatory protein located in the epithelial cells and microvilli
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of the gut and kidneys [85]. Villin is composed of seven domains: a gelsolin core and the
headpiece. The gelsolin core is made up of six repeating homologous domains while the
headpiece is made up of a single domain. The 76 residue headpiece is located at the C-
terminus of the protein villin and contains one of the F-actin binding sites. Most studies
use a 67 residue construct of the headpiece, HP67, missing the first 9 residues of the N-
terminus, which maintains the properties of the entire headpiece. This fragment of the
larger protein can fold and bind actin independently of the whole protein [86]. The N-
terminus of HP67 (10-41) contains only one short helix while the C-terminus (35
residues) contains three helices and can fold independently of the whole headpiece
domain (Figure 3) [86-88]. The N68H mutant of this 35 residue peptide has been studied
by the Eaton group [89, 90]. The C-terminus has also been studied as a 36 residue
construct due to the methionine used in the expression system in NMR [88] and X-ray
crystallographic [91] studies. The methionine is located at the N-terminus and labeled as
residue 41.

HP36 is one of the key model systems for experimental and computational protein
folding studies [26, 34, 87, 88, 92-103] because of its simple topology, small size and fast
folding properties. This small system is one of the fastest cooperatively folding proteins,
folding on the time scale of microseconds [98-100]. The folded structure of this
subdomain is made up of three a-helices and a hydrophobic core of three phenylalanines
(Figure 1-4). The work in this thesis focuses on studying the folded state and unfolded

state structure of HP36.
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Figure 1-3. NMR structure of the villin headpiece (HP67) (pdb code 1QQV [86]). The
section is blue represents the N-terminus and the section in orange is the C-terminus.

1.7  Aims of this Thesis

This thesis contains two sections. The first section focuses on studying the folded
and unfolded state of the villin headpiece helical subdomain. The second section focuses
on improving the simulation methodology used to study the problems presented in the
first section. Chapter 2 investigates which structural model is the better representation of
HP36 based on MD simulations and experimental validation. Chapter 3 focuses on

supplementing low resolution experimental techniques with structural ensembles
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obtained from REMD for the isolated helices of HP36 to model the unfolded state under
native conditions. Chapter 4 continues the unfolded state studies on the larger fragment
containing helix-1 and helix-2. In Chapter 4, questions are raised about the effects of
force field, sampling quality and the water model. Chapter 5 discusses the application of
the R-REMD method to systems containing explicit solvent. Chapter 6 examines the
performance of ff99SB with scalar coupling constants using two different solvent models
with two polyalanine systems. Chapter 7 investigates the conformational preferences and

energetics of small model peptides and a protein in TIP3P and TIP4P-Ew solvent models.

Figure 1-4. NMR structure of villin headpiece helical subdomain (HP36) (pdb code 1VII
[88]). The backbone of the helices are in red. The rest of the backbone is colored silver.
The phenylalanines, that makeup the hydrophobic core, are in cyan and white.
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2. Reconciling the Solution and X-ray Structures of the Villin
Headpiece Helical Subdomain: Molecular dynamics and
Double Mutant Cycles Reveal a Stabilizing Cation-pi
Interaction

Abstract

The 36 residue helical subdomain of the villin headpiece, HP36, is one of the
smallest cooperatively folded proteins, folding on the microsecond timescale. The
domain is an extraordinarily popular model system for both experimental and
computational studies of protein folding. The structure of HP36 has been solved using X-
ray crystallography and NMR spectroscopy, with the resulting structures exhibiting
differences in helix packing, van der Waals contacts and hydrogen bonding. It is
important to determine the solution structure of HP36 with as much accuracy as possible
since this structure is widely used as a reference for simulations and experiments. We
complement the existing data by using all-atom molecular dynamics simulations with
explicit solvent to evaluate which of the experimental models is the better representation
of HP36 in solution. After 50 ns of simulation initiated with the NMR structure, we
observed that the protein spontaneously adopts structures with a backbone conformation,
core packing and C-capping motif on the third helix that are more consistent with the
crystal structure. We also examined hydrogen bonding and sidechain packing interactions
between D44 and R55 and between F47 and R55 respectively, which were observed in

the crystal structure but not present in the NMR-based solution structure. Simulations
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showed large fluctuations in the distance between D44 and RS55, while the distance
between F47 and R55 remained stable, suggesting the formation of a cation-pi interaction
between those residues. Experimental double mutant cycles confirmed that the F47/RS55
pair has a larger energetic coupling than the D44/RS55 interaction. Overall, these
combined experimental and computational studies show that the X-ray crystal structure is
the better reference structure for HP36 in solution at neutral pH. Our analysis also shows
how detailed molecular dynamics simulations can help bridge the gap between NMR and

crystallographic methods.
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2.1 Introduction

The villin headpiece helical subdomain (HP36), the C-terminal portion of the villin
headpiece, is the shortest naturally occurring sequence which has been shown to fold

cooperatively (Figure 2-1). Infrared temperature jump [100], laser fluorescence [99, 104]
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and NMR lineshape analysis [98] techniques have measured the folding of HP36 to occur
on the microsecond time scale. Its rapid folding, small size and simple topology of three
helices have made this domain an extremely popular system for experimental [26, 87-90,
97-100, 104-107] and computational [34, 79, 93-95, 108-119] studies. Much of this work
relies on using the folded structure as a reference and thus the accuracy of the known

HP36 structure is of particular importance.

Figure 2-1. Two experimental structures of the villin helical subdomain showing only the
backbone (ribbons) and heavy atoms for the 3 phenylalanines in the core (F47, F51 and
F58). The NMR structure of HP36 (pdb code-1VII) is colored blue and the X-ray
structure (pdb code — 1YRF) is colored yellow. Differences in the backbone and the
phenylalanine core packing are highlighted using a best fit alignment on the backbone
residues L62 to F76.
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Several structures have been solved for HP36, one by NMR and the others by X-
ray crystallographic methods [87, 89]. These structures vary in the hydrophobic core
packing, interhelical H-bonds and in the length of the helices. In addition, two potentially
important sidechain contacts differ significantly between the NMR and X-ray structures:
F47/R55 (4.3 A (X-ray) and 6.3 A (NMR)) and D44/R55 (2.7 A (X-ray) and 7.9 A
(NMR)) (Figure 2-2 A&B). In the X-ray structure, the F47/R55 pair forms a van der
Waals contact which could be particularly stabilizing as a cation-pi interaction, while
D44/R55 form a hydrogen bond (D44-O81 and R55-Ng). Neither contact is present in the
NMR structures. These differences may arise from changes in the HP36 sequence used in
the two sets of experiments, although this seems unlikely. The crystallographic study
employed the N68H mutant of HP36 (to facilitate fluorescence studies) and also lacks the
N-terminal methionine incorporated by the expression system used for the NMR study
(note that we adopt the typical numbering convention [87, 88] for HP36, in which L42
follows the N-terminal methionine). Another possible reason for the structural differences
could be the variation of experimental conditions such as pH or temperature. There was
significant deviation in the pH between structural determinations; the NMR structure was
solved at pH 3.7 in contrast to the more neutral conditions of the crystallography
experiment (pH 6.7). An alternate explanation for the observed structural differences is
that they arise from methodological limitations conditions; these frequently give rise to
differences in structures of the same protein solved using different techniques. In general,
NMR structures are less precise than X-ray structures, particularly if only homonuclear
methods are used. Nevertheless, X-ray structures can suffer from effects due to crystal

packing; the resulting contacts may have a local influence on conformational preferences.
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The small size of HP36 and its correspondingly large surface area to volume ratio could
make crystal contacts play an important role. On the other hand, crystallographic data is
often collected at low temperatures which might result in the dampening of thermal

motions that are present under physiological conditions.

Figure 2-2. Comparison of sidechain interactions in the X-ray and NMR structures, using
a best fit alignment on residues L42 to P62. (A) The R55 and F47 sidechains are shown
in both the NMR (blue) and X-ray structure (yellow). In the X-ray structure, R55 is
involved with a van der Waals contact with F47 and a hydrogen bond with D44. (B) In
the X-ray structure, R55-Ne¢ forms a hydrogen bond with D44-O61 in contrast to the
NMR structure where the atoms are almost 8 A apart. The N-terminus is labeled.

Many computational studies have used HP36 as a model system for development
and validation of protein folding methods and for optimization of force field parameters
[34, 79, 92-95, 101, 108-110, 112-119]. If the native reference structure is not correct, the

basis of these studies may not be valid. For example, the structure of the first helix and

the C-terminus vary in the ensemble of NMR structures [88, 118] and many MD studies
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have therefore neglected these regions of the experimental structure when evaluating
their success. Nevertheless, most simulations are performed at neutral pH and thus it is
not clear if the simulations should be compared to the NMR structure from pH 3.7. A
better structural model for neutral conditions would be invaluable for further work in
understanding the folding and stability of this important model system for protein
folding.

Accurate computational studies can provide an alternate method to study
conformational behavior and alleviate the uncertainty about which structure is the better
representation of the folded state in solution. In principle, molecular dynamics (MD)
simulations can supply detailed information with spatial and time resolution that exceed
the ability of NMR and X-ray experiments, providing insight into the role of specific
interactions that may not be readily accessible through experiments that probe averages
over rapidly interconverting ensembles.

Here, we conducted all-atom MD simulation in explicit solvent using the NMR
structure of HP36 in order to gain insight into the details of the folded state in solution.
The simulation diverges from the initial NMR structure and spontaneously adopts a
structure with much greater similarity to the X-ray structure, arguing that the X-ray
structure is a more accurate representation of the structure in solution at neutral pH. In
addition, two residue pairs, D44/R55 and F47/R55, spontaneously formed contacts during
the simulation, with the F47/R55 pair appearing to be more stable. These interactions
were reported in the crystal structure but were not present in the ensemble of structures
generated by the NMR studies. Thus we conclude that the F47/R55 may play an

important role in stabilizing HP36 in solution. We acknowledge that simulation models
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can be limited in accuracy and any predictions should be tested through direct
experimentation. In order to validate our computational observations, we employed an
experimental double mutant cycle analysis. The results are consistent with our simulation
data, and suggest that the interaction between F47 and R55 plays a role in stabilizing the
native state through a cation-pi interaction. Overall, the results show how properly
validated MD simulations can provide an avenue to test the stability and validity of

structural models that were derived from experimental data.

2.2 Methods

2.2.1 Computational

The numbering system corresponds to that used for the full length villin headpiece,
with the sequence M41-F76 (MLSDE DFKAV FGMTR SAFAN LPLWK QQNLKK
EKGLF). HP36 has free N and C-termini that were modeled in the charged state. This
sequence and termini correspond to those used in the experimental studies. All sidechains
for Asp, Glu, Lys, and Arg were charged during the simulation. All calculations employed
Amber version 8 [39] and used the ff99SB modification [45] of the Amber ff99 force
field [120, 121]. SHAKE [122] was used to constrain bonds involving hydrogen. The
time step was 2 fs. The temperature was maintained using the weak coupling algorithm
[123] with a thermostat of 37 °C (310 K) and the pressure was equilibrated to 1 atm. All
production simulations were performed using the NVT ensemble. An independent
simulation using the NPT ensemble provided similar results (Data not shown).

Solvation plays a key role in biomolecular structural preferences and thus accurate
treatment of solvation is essential for the investigation of structural propensities in

simulations. Explicit solvent models can be highly effective, particularly when water has
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non-bulk properties and interacts directly with the solute [124]. Implicit models such as
the semi-analytical Generalized Born model (GB) [51] are attractive because they are
computationally less expensive and can converge more rapidly than simulations in
explicit water due to lack of solvent viscosity. While GB has been widely used for protein
folding studies by a number of groups, other investigators have reported poor results
including secondary structural bias and ion pairing issues [53-55]. Our previous studies
on fragments of HP36 have shown that the use of explicit water produced results which
were much more consistent with experimental trends than those obtained with implicit
solvent [79]. Consequently, we used explicit solvent in our simulations of HP36, in a
truncated octahedral box using periodic boundary conditions with Particle Mesh Ewald
(PME) [125] and a direct space cutoff of 8 A. In order to investigate the influence of
long-range periodicity, two additional simulations were run: one with the Isotropic
Periodic Sum (IPS) [126] non-lattice method with a cutoff of 8 A, and another with an
atom-based nonbonded cutoff of 12 A with no smoothing function. Simulations were
initiated from the NMR structure (PDB ID 1VII) surrounded by 2327 TIP3P [49] waters
molecules and equilibrated at 310 K for 50 ps with harmonic restraints on solute atoms,
followed by minimization with gradually reduced positional restraints. The restraints
were reduced from 5 kcal/mol*A to 1 kcal/mol*A to 0.5 kcal/mol*A. After minimization,
three 5 ps MD simulations were performed with the same gradually reduced restraints at
constant pressure (1 atm) and temperature (310 K) in order to generate starting structures.
The production simulations of the NMR structure were 50 ns in length for two PME
simulations with different random seeds for assignment of velocities, and 30 ns for the

IPS and cutoff simulations respectively. As a control, the X-ray structure (PDB ID 1YRF)

23



was setup with the same amount of waters and equilibrated in a similar fashion. This

simulation was run for 30 ns using PME.

2.2.2 Data analysis

The last 5 ns of the simulation were used for cluster analysis and DSSP
calculations. Cluster analysis was performed with Moil-view [127] using all atoms as a
similarity criterion with average linkage. Clusters were formed with the bottom-up
approach using a similarity cutoff of 2.5 A. DSSP analysis and calculation of distances,
RMSD values, and radius of gyration were done using the ptraj module in Amber.
Distances between sidechains were calculated using selected heavy atoms as indicated in
the text. Potential mean forces (PMF) for the distances between the selected heavy atoms
were calculated according to equation (Equation 2-1). Error bars were estimated for the
PMF by averaging two independent simulations and subsequently subtracting the PMF of

an individual simulation from the average PMF.

AG = -RT In (Ni/Ny)
Equation 2-1. 1 Relative free energy calculated with histogram analysis. AG; is the

relative free energy bin i, N; is the population of a particular histogram bin along the
reaction coordinates that were employed and Ny is the most populated bin.

2.3 Results

2.3.1 Simulations of the NMR structure

Figure 2-3 shows the backbone RMSD versus time and RMSD distributions
calculated during the last 5 ns for selected regions of HP36 during the simulation. The

RMSD is shown relative to both the NMR and X-ray structures. At the end of the
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equilibration period, the backbone RMSD (residues L42-L75) to each experimental
structure was ~ 2.0 A (Figure 2-3). At 8ns, a structural transition occurred causing the
overall backbone RMSD (X-ray) to drop 1.0 A below the RMSD (NMR). This greater

similarity to the X-ray structure persisted throughout the remainder of the simulation.
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Figure 2-3. Time evolution and histogram distributions of the heavy atom backbone
RMSD of (A) residues L42 to F76; and (B) residues P62 to F76 during the simulation of
the NMR structure. Each calculation was performed using both the NMR (black) and X-
ray (red) structures as the reference. A transition occurs near 8 ns, resulting in lower
RMSD values compared to the X-ray structure. The C-terminal region (B) shows a
particularly dramatic change from the initial NMR structure to one that much more
closely matches the X-ray structure.
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In Figure 2-3B, the RMSD relative to the X-ray structure of the region containing
helix-3 (residues P62-F76) demonstrates even more clearly a switch during the
simulation from similarity to the initial NMR structure to a greater similarity to the X-ray
structure, as indicated by a reduction in the RMSD to the X-ray structure from 3 - 4 A to
0.5 — 1.0 A. Clearly, the simulation shows the inclination of HP36 to sample structures
with a backbone similar to the X-ray structure despite being initiated with the NMR
solution structure. The RMSD values for the two other helices remained stable and also

showed a clear preference for the X-ray structure (Figure 2-4A and 2-4B).
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Figure 2-4. Time evolution and distributions of the heavy atom backbone RMSD of the
(A) residues 43 to 49 (helix 1); and (B) residues 54 to 59 (helix 2). Each calculation was
performed using the NMR (black) and X-ray (red) as a reference structure. The first and
second helix remain quite stable during the simulation. Both helices have backbone
structures are more structurally similar to the X-ray structure despite being initiated in the
NMR structure.

In order to investigate the source of the large reduction in RMSD relative to the X-

ray structure, a best fit alignment was performed on residues 61 to 74 to compare the
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differences before and after the structural transition. In Figure 2-5A, the NMR, X-ray and
simulation structures are shown. The conformations of the C-terminus differ significantly
between the X-ray and the NMR structure. The simulation structure spontaneously
converts from the conformation in the NMR structure to that in the X-ray structure,
concomitant with formation of three hydrogen bonds that stabilize the observed
conformation. G74 forms a C-capping interaction with K70 and K71 at the end of helix-
3, along with an additional hydrogen bond formed between K70 and L75. Figure 2-5B
shows the time evolution of these hydrogen bond distances. In the beginning of the
simulation, all three distances are 4 - 9 A. At 8 ns, the distances are reduced to 2 - 3 A,
indicating formation of the hydrogen bonds that may play an important role in stabilizing
the C-terminal helix. Importantly, all three hydrogen bonds are present in the X-ray

structure but absent in the NMR structure (Figure 2-5A).
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Figure 2-5. (A) Comparison of the C-terminal region (P62-F76) in the X-ray (yellow),
NMR (blue) and simulation (green) structures. A key difference between the NMR and
X-ray structures is the absence in the NMR structure of a C-capping motif on helix-3
observed in the X-ray structure. This motif is spontaneously adopted in the simulation.
(B) The C-capping motif involves three backbone hydrogen bonds (black: K70-G74, red:
K71-G74, green: K70-L75) that are formed at ~8 ns and stable throughout the remainder
of the simulation.

Dictionary of secondary structural prediction (DSSP) [128] analysis was employed
to characterize the secondary structure in the simulation in order to facilitate comparisons
with the X-ray and NMR structures (Figure 2-6). In the simulations, helix-1 spans the
same 8 residues as found in the X-ray structure (D44 to F51), while the NMR structure

contained only a five residue helix from D44-K48. Thus the simulation significantly
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extends the length of the first helix, in agreement with the X-ray structure. Overall, the
locations of the sequence of helices 2 and 3 are similar in the NMR and X-ray structures,
although helix-2 is one residue shorter in the NMR structure, (residues R55 to F58 for the
NMR vs. R55 to A59 for the X-ray). In the simulation, helix-2 appears consistent with
both experimental structures; full a-helical content is sampled for residues 55 through 58,
with partial helical content (~50%) observed for A59. This may indicate that the C-
terminus of the longer helix in the X-ray structure frays at the temperature of the NMR
experiment. In both the NMR and X-ray structures, the a—helical content is the same for
helix-3 (L63-K72). The simulations sample the same helix, with residue K73 sampling a
partial population of helical structures. As noted above, the simulation spontaneously
adopts a C-capping motif for this helix that is present in the X-ray structure. Overall, the
alpha helical structural content of the structures in the simulation is in much better

agreement with the X-ray structure, particularly in helix-1.
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Figure 2-6. DSSP analysis of the NMR (black), X-ray (red); and simulation (cyan)
structures of HP36. (A) Alpha helical content per residue. (B) Turn content per residue.
Overall, helix-2 and helix-3 are nearly the same length in the X-ray and NMR structures,
but helix-1 is 3 residues longer in the X-ray structure than in the NMR structure. The
alpha helical content of the MD simulation is in very good agreement with the X-ray
structure even though it was initiated from the NMR structure.

All-atom cluster analysis was used to generate a representative simulation structure
using the last 5 nanoseconds of the trajectory. This structure has backbone and all-atom
RMSD values relative to the X-ray structure of 1.5 and 2.7 A (residues 42 to 75), while
the RMSD values relative to the initial NMR structure were higher (2.3 A (backbone) and
3.3 A (all-atom)). Figure 2-7 shows all three structures after best-fit of the backbone from
residues 42 to 62 (helices 1 and 2). Notably, the X-ray and simulation structure have a
very similar spatial arrangement of their phenylalanine cores. In contrast to the X-ray and
simulation structures, the NMR structure has F51 shifted more into the core. Thus, the
backbone and core of the protein in the solution simulation possesses structural features

that are much more similar to the X-ray structure despite being initiated from the NMR

structure.
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Figure 2-7. Comparison of backbone and core packing in the simulation (green), NMR
(blue), and the X-ray (yellow) structure, highlighting the differences in the core packing.
A best fit alignment was performed on residues L42 through P62. The packing of the
phenylalanine core in the structure from the simulation structure is in much better
agreement with the X-ray structure than with the NMR structure.

2.3.2 Structural similarities to the NMR Family

Given the diversity among the family of structures solved using the NMR data, it is
reasonable to expect that some of them may be more similar than others to the X-ray
structure. Figure 2-8 shows the backbone RMSD as compared to the X-ray, simulation
and NMR average structures for each structure in the NMR family. Overall, the
individual NMR structures are all more similar to the NMR average than to the X-ray
structure (average RMSD values of 1.7 and 2.4 A respectively). The RMSD of the three

individual helices demonstrate similar differences. However, some of the individual
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members of the NMR family are similar to the X-ray and simulation structures, especially
in helix 1. According the DSSP, 7 out of the 29 members of the NMR family sample
alpha helical conformations at V50 (data not shown) which is outside of the helical
region in the average NMR structure. This suggests that extension of helix-1 beyond the
range seen in the average structure remains consistent with the NMR family. However,
the overall backbone of the X-ray and the simulation structure differs from all of the

structures in the NMR family (Figure 2-8).
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Figure 2-8. RMSD values of each structure in the NMR family, for backbone (BB —
residues 42 to 75), helix-1 (H-1 - residues 3 to 9), helix-2 (H-2 — residues 54 to 59), and
helix-3 (H-3-residues 62 to 76). Each calculation was performed using the NMR (black),
X-ray (red) and the simulation (Blue) as a reference structure. Overall, the NMR
structures are more similar to the NMR average structure than to the simulation or X-ray
structure, although individual secondary structure elements are in good agreement with
the X-ray structure for a few of the NMR models (e.g. H1 for structure #6).
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2.3.3 Specific sidechain interactions

There are several specific sidechain interactions which differ in the NMR and X-
ray structures. In the X-ray structure, R55 forms a van der Waals interaction with F47 and
an interhelical sidechain-sidechain hydrogen bond with D44 (D44-O61 and R55-Ng);
both interactions are absent in the NMR structure. In Figure 2-9A & B, the simulation
structure was aligned with the X-ray structure to highlight the similarities in the
interaction of those particular sidechains. Since the simulation structure is a single
snapshot, we also investigated the behavior of these contacts as a function of time during
the MD run, observing fluctuations in both cases (Figure 2-10). In both the X-ray and the
simulation structure, the H-bond distance between D44 and R55 is 2.7 A, in contrast with
the much longer distance of 7.9 A in the NMR structure. This specific contact also
samples a range of distances from 6.7 A to 11.6 A in the family of NMR structures
(Figure 2-11). During the simulation, this hydrogen bond is broken and re-formed
multiple times, suggesting that a reasonable description of the equilibrium distance
distribution has been sampled (Figure 2-10A). We used histogram analysis to calculate
the potential mean force (PMF) for the pair to quantify the stability of the contact in the
native state. While two free energy minima are located at the hydrogen bonding distance,
two other local minima at 5.0 and 7.0 A have relative energies of less than 0.6 kcal/mol
compared to the contact pair (Figure 2-10B). Thus breaking this contact is expected to be
a readily accessible thermal fluctuation. The stability of the contact between F47 and R55
was evaluated by measuring the distance from the Cy of F47 to the Ne of R55 (Figure 2-
10C). This distance had comparable values in the simulation and X-ray structures (4.7

and 4.3 A, respectively), while a much longer distance of 6.3 A is observed in the average
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NMR structure. Only 2 structures in the entire NMR family sample a contact distance of
less than 5.5 A (Figure 2-11). In contrast with the D44/R55 pair, the PMF for formation
of the F47/R55 contact shows only a single minimum at 5.5 A (Figure 2-10D). Overall,
this suggests that R55 has a much more stable interaction with F47 than the salt bridge

that it forms with D44.

Figure 2-9. Comparison of selected sidechain interactions in the simulation structure
(green) and the X-ray structure (yellow). A best fit alignment was performed on residues
L42 through P62. In the simulation structure, R55 is 4.7 A away from the base of the
phenylalanine ring (A) and 2.7 A away from the O31 of D44 (B). This suggests that both
contacts may play a role in the stability of the protein.
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Figure 2-10. Time evolution (A and C) and PMFs (B and D) of specific contact distances
involving R55 and D44 and R55 and F47. The distance between R55 and D44 fluctuates
throughout the trajectory and shows multiple shallow free energy minima. In contrast, the
distance measuring the contact between R55 and F47 is stable during the entire trajectory,
with a single free energy minimum at 5.5 A. The results indicate that the R55/F47 contact
is the more stable of these 2 residue pairs.
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Figure 2-11. Specific contact distances involving R55 and D44 (black) and R55 and F47
(red) for each structure in the NMR family. The contact involving R55 and D44 ranged
from 6.7 A to 11.6 A and the contact involving R55 and F47 ranged from 4.4 A to 6.5 A.
However, the later contact has 2 structures with distances between the two residues less
than 5.5 A. For the most part, the NMR family does not contain the hydrogen bond and
the van der Waals contact seen in both the X-ray and simulation structure.

2.3.4 Simulations of the X-ray structure

Figure 2-12 shows the backbone RMSD versus time and RMSD distributions
calculated during the simulation starting from the X-ray structure. The RMSD is shown
relative to the X-ray, NMR and simulation (from NMR) structures. After equilibration,
the simulation samples backbone conformations (S43-L75) with an average RMSD
relative to the X-ray structure of 1.5 A and remains quite stable through the 30 ns
duration. Overall, there is a preference to adopt structures comparable to the simulation
structure discussed above rather than the NMR structure (RMSD compared to the the
simulation-equilibrated NMR structure is 1.5 A below the RMSD to the original NMR

structure). Individual helices demonstrate comparable preferences for the X-ray and

simulation structures (data not shown). Hence, the simulations starting from the NMR

and X-ray structures both converge to a common simulation structure that is much closer

to the X-ray structure than the NMR structure.
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Figure 2-12. Time evolution and distributions of the heavy atom backbone RMSD of the
residues 43 to 75 (heavy atoms of the backbone) during the simulation of the X-ray
structure. Each calculation was performed using the NMR (black), X-ray (red) and the
Simulation (Blue) as a reference structure. The simulation shows a preference for
adopting a backbone structure similar to simulation and X-ray structure.

2.3.5 Experimental investigation of the putative sidechain interactions

While simulations can provide a detailed view of molecule structure and dynamics,
many approximations are involved, necessitating validation through experimentation. A
set of single mutants and double mutants were prepared in order to probe the putative
sidechain interactions involving D44/R55 and F47/R55. D44 was mutated to Asn, F47 to
Leu and R55 to Met. Thermal unfolding experiments were performed for wildtype HP36
(WT HP36) and for each of the mutants at pH 5.0 (Figure 2-13A, Table 2-1). The WT

HP36 has a transition midpoint (7, ) of 73.0 °C, while all the variants show a lower
melting temperature. The 7, of D44N, F47L, R55M, D44NR55M and F47LR55M are

57.8 °C, 45.6 °C, 67.3 °C, 55.4 °C and 35.3 °C, respectively. From the thermal unfolding
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curves, at 25 °C, 22 % of the population of F47L and 40 % of the population of

F47LR55M are unfolded.
A
1.2
1.0 4
R
T 0.8 1 M
T a 27 Ce
o " AV CO [
[ |
S 0.6 Ao o
c = o e
iel ] A 0O @
T 0.4 - Y O e
Q . AT o L ] ® WT
w av e O RS55M
0.2 4 v v D44N
: v A D44NRS5M
pnlse o* m F47L
0.0 33 O FATLR55M

10 0 10 20 30 40 50 60 70 80 90 100 110
Temperature (°C)

B 1.2

1.0 4 m]

gooo
T 0.8 - DEE pq O@;b
o DDl Q?’ O e
h=} om %’ C e
[¢] Om A C e
€ 0.6 - O m av O e
= O m LY o °
hd

_S .l a’\453,,00 .
= 1 . v O ~
@ 0.4 &A ;Bo ® e WT
(' A Yo [ ] o R55M

0.2 4 PG v D44N

k R ° & D44NRS5M

& [
oAb ® m F47L
0.0 o¥ cee®® O F47LR55M
0 2 4 6 8 10 12
[Urea] (M)

Figure 2-13. (A) Thermal unfolding curves for WT HP36 and its mutants; (B) Urea
unfolding curves for WT HP36 and its mutants. Closed circles (®) represents the WT
HP36, R55M is represented by open circles (o), D44N by closed triangle (V),
D44NR55M by open triangle (A), F47L by closed squares (m) and F47IR55M by open
squares (O).
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Table 2-1. Summary of equilibrium stability measurements for WT HP36 and its mutanin
10 mM sodium acetate, 150 mM sodium chloride, pH 5.0 at 25°C.

Protein T,(C) | AH"(T,) AGu(H,0) M -
(kcal mol™) (kcal mol™) (keal mol™ M™)

WTHP36 | 73.0 |31.8 3.22 -0.52

D44N 578 |32.1 2.48 -0.55

F47L 456 |158 0.52° -0.45°

R55M 673|263 2.19 -0.43

D44NR55M | 554 [ 274 1.74 -0.44

F47LR55M [353 [ 9.8 0.19-0.28° N/A

* AG°u(H,O)of F47L is extrapolated from urea denaturation in different TMAO
concentrations; ° m is the average value of the m from urea denaturation in different
TMAO concentrations; © AG°v(H,0) of F47LR55M is calculated from Gibbs-

Helmholtz equation using AC°» values ranging from 0.30-0.70 kcal mol™” K,

Urea denaturation experiments were also carried out in 10 mM sodium acetate and

150 mM sodium chloride at 25 °C to determine the free energy of unfolding. The

estimated free energy for unfolding (AG°v )was 3.22 kcal mol” for WT HP36, 2.48 kcal
mol™” for D44N, 2.19 kcal mol” for R55M and 1.74 kcal mol™ for D44NR55M (Figure 2-
13b, Table 2-1). The F47L and F47LR55M mutants were so unstable that the native
baseline was not observed (Figure 2-13B) and the unfolding free energy could not be
accurately measured by urea denaturation. Thermal and urea denaturation experiments
showed that F47L and F47LR55M are partially unfolded in the absence of urea at 25 °C.
Previous studies have shown that TMAO can stabilize partially or completely unfolded
proteins [129]. Therefore, the combination of urea denaturation and TMAO stabilization
can be utilized to estimate the stability of marginally stable proteins. In order to
determine the unfolding free energy of F47L and F47LR55M, we performed urea

denaturation experiments in increasing TMAO concentrations. For F47L, the titration
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curves show good pre- and post-transitions in different TMAO concentrations (Figure 2-
14A). With increasing TMAO concentrations, the urea denaturation curves shifted to
higher urea concentrations. The free energy of unfolding at each TMAO concentration
was measured: AG°v ranges from 1.27 kcal mol™ in 1.62 M TMAO to 1.67 kcal mol™ in
2.50 M TMAO (Table 2-2). Mello and coworkers [129] have shown that the free energy
of unfolding depends linearly on TMAO concentration. The extrapolated AG°v of F47L
at 0 M TMAO was estimated to be 0.52 kcal mol™ at 25°C (Figure 2-14), which is in

reasonable agreement with the value estimated from the thermal unfolding curve.
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Figure 2-14. (A) Unfolding transitions of the F47L mutant in a mixed urea/ TMAO
cosolvent monitored by circular dichroism at 222 nm. Urea denaturation in increasing
TMAO concentrations (from left to right at 0, 1.60, 1.88, 2.15, 2.50M TMAO); (B)
Dependence of unfolding free energy on TMAO concentration for the F47L mutant;
parameters are obtained by fitting urea unfolding curves in different TMAOO4F
concentrations. The straight line is the result of linear regression to each parameter.
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Table 2-2. Summary of wurea denaturation measurements in different TMAO
concentrations for F47L in 10 mM sodium acetate, 150 mM sodium chloride, pH 5.0 at
25°C.

[TMAO] (M)  AG°y (TMAO) (kcal mol™") M (kcal mol™ M™)

1.62 1.27 -0.48
1.88 1.38 -0.44
2.15 1.57 -0.45
2.50 1.67 -0.44

Unfortunately the same strategy could not be applied to the F47LR55M double
mutant. High TMAO concentrations are necessary to stabilize the protein to detect the
pre-transition, but comparatively high urea concentrations are needed to observe the post-
transition. Therefore, it is very difficult to find conditions where full unfolding curves
could be measured. Thus, we extrapolated from the thermal unfolding data using the

Gibbs-Helmholtz equation:

m m

AG°y(T)=AH (T, )[1 = 1] —AC?, {Tm —T+T m[lﬂ
T T

Equation 2-2. 1 Gibbs-Helmholtz equation. Gibbs-Helmholtz equation. AG is the free
energy, AH,, is the enthalpy of melting, T and T, are the temperature and melting
temperature, respectively, and ACp is the heat capacity at constant pressure.

This calculation requires knowledge of the heat capacity change, AC’r. HP36 is
small, resulting in a very broad differential scanning calorimetry (DSC) transition, which
makes it very difficult to calculate the heat capacity accurately by DSC. From the
literature, the value of AC’» of unfolding is expected to be about 0.012 kcal mol™ K
per residue of protein [130]. To a first approximation, the AC’p, for HP36 can be
calculated to be 0.43 kcal mol’ K. Another small 4l-residue helical protein, the

peripheral subunit-binding domain, has a AC°» value of 0.43 kcal mol” K™ [131],

suggesting that the estimate for HP36 is reasonable. In order to check whether the value
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of AC”» significantly affects the results, we use heat capacities ranging from 0.30 to 0.70

kcal mol”" K™ to calculate the AG°y . The F47LR55M has a measured T, of 35.3 °C and
AH (T, )of 9.5 kcal mol”, and the resulting calculated AG°y of F47LR55M at 25 °C

ranged from 0.19 to 0.28 kcal mol” depending on the value of AC°» used (Table 2-3).

The value of AG°v estimated from the Gibbs-Helmholtz equation is in good agreement

with the fraction unfolded determined directly from the fit to the thermal melt.

Table 2-3. Calculation of AG°v(H,0) of FA7TLR55M from Gibbs-Helmholtz equation

using different AC’» values.

AC» 0.30 [0.35 [0.40 045 [0.50 [0.55 [0.60 [0.65 |0.70
(kcal mol™ K)

AG’y (H,O) 028 [ 025 |0.24 023 [ 022 |0.214 |0.206|0.197 | 0.19
(kcalmol'l)

AAG® coupiing 0.79 [0.76 |0.75 [0.74 [0.73 [0.724 |0.716 | 0.707 | 0.70
(kcal mol™)

* The coupling free energy for WT HP36, F47L, R55M and F47LR55M double
mutant cycle using different calculated the values of AG°v (H,0) of FATLRS55M.

The coupling free energy between the D44 or F47 sidechain and the R55 sidechain,

AAG® coupling , Was calculated using equation (2), where AG’wr and AG’rssu are the free
energies of unfolding for wild type protein and R55M single mutant; and AG” single

represent D44N or F47L single mutants; and AG°pose represents the D44NR55M or
F47LR55M double mutants.

AAG? coupiing = (AG wr — AG° pouste ) —[(AG singtle — AG° pouste ) + (AG° rssu0 — AG Dousie )]
Equation 2-3. Coupling free energy equation.

The relationship can be rearranged to a simpler form:
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AAGU(‘,oupling = AGUWT - AGoSingle - AGORSSM + AGoDouble (

Equation 2-4. Simplified form of coupling free energy equation.

Using the AG°v values (Table 2-1) measured from experiments, the coupling free
energy between the D44 sidechain and the R55 sidechain was close to zero (0.29+0.20
kcal mol™). In contrast, the coupling free energy between the F47 sidechain and R55

sidechain ranged from 0.70+0.20 to 0.79+0.20 kcal mol”. The different estimates arise

from using different AC’p values to calculate AG’ pousie . The analysis shows that there is

a non-zero coupling between the F47 and R55.

2.4 Discussion

The explicit water MD simulation starting from the NMR structure showed a clear
preference to sample structures with much greater similarity to the X-ray structure, as
indicated by RMSD values, DSSP analysis, packing of the phenyalanine core, formation
of a C-capping motif on helix-3 and adopting of specific contacts between side chains.
Double mutant cycle experiments were performed and demonstrated clear coupling
between F47 and R55. It is apparent that these residues are not interacting in the NMR
structure but appear to do so in the X-ray structure. Based on free energies calculated
from MD simulations and obtained experimentally through double mutant cycles, the
F47/R55 contact appears to be a stronger interaction than the proposed salt bridge
between D44 and R55. Hence, the van der Waals interaction seen in the X-ray structure
appears to play an important role in stabilizing the solution structure of HP36. The
coupling free energy between the D44 sidechain and the R55 sidechain is small, only

0.2940.20 kcal mol”. The F47 sidechain to R55 sidechain coupling free energy is
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0.70£0.20 to 0.79:£0.20 kcal mol™'. These results are consistent with the simulation results
showing that F47/R55 interacts strongly and that the stability of the D44/R55 pair is
lower than the thermal energy.

Previous studies by Frank et al. [97] have shown the importance of each
phenylalanine in stabilizing the core of the protein. Interestingly, the F47LR55M double
mutant is even less stable than these single Phe mutants, which suggests that the
sidechain of R55 also plays a key role in stabilizing the structure. It is likely that the
optimum packing of the three phenylalanines in the core is enhanced by R55 because it
helps to shield the core with its long sidechain and also forms a cation-pi interaction.
Cation-pi interactions can be important for folding and thermostability of various proteins
and protein ligand systems [132-134]. For the single mutant, R55M, the Tm dropped 6 °C
in thermal stability, showing that more than just a bulky sidechain it is required at
position 55. In the majority of villin sequences, Lys is found as a conservative mutation
in place of R55 [135]. This suggests that the charge is important for stabilizing the
structure, but as the simulations and double mutant experiments indicate, the importance
of this charge at position 55 does not arise from formation of an ion pair with D44 as
observed in the crystal structure. It is worth noting, however that in the X-ray structure
D44 appears to be involved in a network of interactions including a hydrogen bond to the
backbone carbonyl L42. Backbone sidechain interactions cannot be probed by double
mutant cycle analysis.

These simulations are models and as with any model there are limitations,
especially in the interpretation of results. Realistic, detailed simulations come at a high

computational cost that must often be balanced against the need for obtaining extensive
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conformational sampling. Computational models continue to improve; the Amber and
CHARMmM force fields have been used extensively enough to identify weaknesses [37,
45] such as overstabilization of secondary structure elements. In the simulations that we
report here, this type of systematic error might contribute to the extension of alpha-
helices that we observed, although we specifically addressed secondary structure bias in
the development of the parameter set that was used for all of the present simulations [45].
It has also been noted that the use of PME to calculate long range electrostatics imposes
long-range periodicity that that may result in artifacts from a crystal-like environment
[136-138]. In the present case, simulations with two alternate treatments of long-range
interactions (including undesirable direct truncation) provided essentially the same
conclusion, that the simulations adopt a structure in better agreement with the crystal
structure than with the NMR structure (Figure 2-15). Thus there is no evidence that the

present results are an artifact of PME.
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Figure 2-15. Time evolution and distributions of the heavy atom backbone RMSD of the
(A) residues 42 to 75 (heavy atoms of the backbone) during the simulation of the NMR
structure using (A) a cutoff of 12 A with no smoothing and (B) IPS for the electrostatic
treatment. Each calculation was performed using the NMR (black), X-ray (red) and the
Simulation (Blue) as a reference structure. In both cases, the resulting structures are in
better agreement with the X-ray structure than NMR structure (red histograms are shifted
to lower RMSD values as compared to black).

Previous work by van der Spoel and Lindahl [109] reported a series of simulations
of the NMR structure of HP36. These authors noted a modest degree of sensitivity to

force field, water models, and protonation states. In their simulations, they noted larger
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structure fluctuations in the region connecting helices 1 and 2 as compared to the rest of
the molecule. This observation is consistent with our results, which indicate this linker as
one region in which the protein spontaneously adopts a conformation in the simulations
more consistent with the crystal structure. At that time, there was no way for the van der
Spoel and Lindahl to determine whether this larger fluctuation resulted from a conversion
toward the crystal structure which was reported two years later. Importantly, van der
Spoel and Lindahl also noted the importance of taking into account the pH of the
experiment when running simulations of HP36. Upon protonation of the glutamic acid
side chains in the starting structure, the resulting simulation displayed a greater
correlation to the chemical shift and j-coupling results which were originally measured at
a pH of 3.7. This observation further suggests that one must be cautious in the
quantitative comparison of simulations at neutral pH to experimental data obtained at low
pH.

In summary, the results from our simulations and experiments show that the
recently published X-ray structure is a more accurate representation of the structure in
solution at neutral pH than the NMR structure at low pH. Importantly, the simulations
also indicated that a salt bridge between R55 and D44 observed in the low-temperature
crystal structure was thermally unstable, in contrast to the stable interaction between R55
and F47 in the simulation. Experimental double mutant analysis confirmed that the
interaction free energy of the salt bridge was small, and that the F47-R55 pair likely plays
an important role in stabilizing the protein via a cation-pi interaction. The analysis
presented here shows how the combination of molecular dynamics simulations and

experimental measurements can be used to develop a better understanding of the
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structural properties of proteins in solution.
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3. The Unfolded State of the Villin Headpiece Helical
Subdomain: Computational Studies of the Role of Locally
Stabilized Structure

Abstract

The 36 residue villin headpiece helical subdomain (HP36) is one of the fastest
cooperatively folding proteins, folding on the microsecond timescale. HP36’s simple
three helix topology, fast folding and small size have made it an attractive model system
for computational and experimental studies of protein folding. Recent experimental
studies have explored the denatured state of HP36 using fragment analysis coupled with
relatively low resolution spectroscopic techniques. These studies have shown that there is
apparently only a small tendency to form locally stabilized secondary structure. In this
study, we complement the experimental studies by using Replica Exchange Molecular
Dynamics (REMD) with explicit solvent to investigate the structural features of these
peptide models of unfolded HP36. To ensure convergence, two sets of simulations for
each fragment were performed with different initial structures, and simulations were
continued until these generated very similar final ensembles. These simulations reveal
low populations of native-like structure and early folding events which cannot be
resolved by experiment. For each fragment, calculated J-coupling constants and helical
propensities are in good agreement with experimental trends. HP-1, corresponding to
residues 41 to 53 and including the first a-helix, contains the highest helical population.

HP-3, corresponding to residues 62 through 75 and including the third a-helix, contains a
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small population of helical turn residing at the N-terminus while HP-2, corresponding to
residues 52 through 61 and including the second a-helix, formed little to no structure in
isolation. Overall, HP-1 was the only fragment to adopt a native-like conformation, but
the low population suggests that formation of significant structure only occurs after
formation of specific tertiary interactions.
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3.1 Introduction

Structure in the unfolded state may play a significant role in the rapid folding of
proteins by limiting the conformational search. Recent experimental work from the Fersht
and Oas labs has highlighted the role of unfolded state structure in the rapid folding of
helical proteins [139, 140]. Other work has suggested the importance of polyproline 11
conformations (PPII) in the unfolded ensemble [141-144]. Unfortunately, direct

experimental studies of the unfolded state are difficult because the most relevant unfolded
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state is that which is in equilibrium with the folded state under native conditions. The
normal high cooperativity of folding together with the free energy balance of folding
means that this state is only sparsely populated at equilibrium. Experimental difficulties
also arise because of the short lifetime of the denatured state in refolding experiments.
Consequently, indirect methods have to be employed but many approaches fail to
examine the unfolded state under equilibrium conditions [18, 145-148].

One indirect approach to studying the denatured state under native conditions is to
analyze peptide fragments corresponding to elements of secondary structure derived from
the whole protein. Peptide fragment analysis provides the local propensity for secondary
structure formation and a potential glimpse at structures that may form in the early stages
of folding. Such locally stabilized structure can play a role in rapid folding by limiting the
early stages of the conformational search. For example, one popular model for folding,
the diffusion collision model, postulates a critical role for locally stabilized
microdomains. The determination of these structural details are potentially of great
importance for the folding of helical proteins [24, 25, 140].

The villin headpiece helical subdomain (HP36), the C-terminal portion of the villin
headpiece, is the shortest naturally occurring sequence which has been shown to fold
cooperatively (Figure 3-1). Its rapid folding, small size and simple topology of three
helices have made this domain an extremely popular system for computational and
theoretical studies [88, 93, 94, 101, 102, 108, 110, 112, 113, 116, 149]. These studies
have largely focused on generation of the correct native topology and have not
investigated the details of the folding mechanism or the role of residual structure in the

unfolded state.
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Figure 3-1. Structure of the villin headpiece subdomain (pdb code 1vii). HP-1 is in blue,
HP-2 is in orange and HP-3 is in yellow. Phe47, Phe51, and Phe58 are shown in red. The
N and C-termini are labeled.

Recent experimental work has explored the possibility of residual structure in the
unfolded state of HP36 [26]. In that work, a set of fragments corresponding to the three
a-helices were studied as well as a larger fragment containing the first two helices. None
of the individual peptide fragments showed significant helical content as judged by
Circular Dichroism (CD) spectroscopy. However, two of the helices in HP36 are quite
small in fragments 1 (HP-1) and 2 (HP-2) and the CD spectra of short helices are not well
understood [150-152]. Thus, it is not clear how best to interpret CD studies of the small
helices that may be formed by these fragments, particularly when NMR studies hint at
some tendency to form non-random structure. The experimentally measured 'H-alpha
chemical shift deviations from random coil (approximately 0.25 ppm upfield) observed

for the HP36 fragments suggest either sparsely populated helical conformations or ring
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current effects in HP-1 and fragment 3 (HP-3). These potential ambiguities are due to the
limitations that exist with experimental methods.

Simulations can help overcome these limitations and allow for the observation of
structure at the level of individual molecules instead of the ensemble averages typically
provided by experiments. Computational studies can also provide atomic level detail
concerning specific interactions that may not be readily available from experimental
studies of rapidly interconverting ensembles. This enhances the understanding of
mechanistic details of protein folding and structure. However, conformational sampling
remains a significant obstacle in molecular dynamics (MD) simulations. Generation of
precise populations at equilibrium is difficult due to the protein folding time scale being
much longer than is typically accessible to simulation. Hence, the study of partially
populated states through simulation is hampered by poor convergence.

Replica exchange molecular dynamics (REMD) is an enhanced sampling technique
[62-64] that can help overcome the limited time scale issues, yet it remains a challenging
task to obtain converged results, particularly for large systems. Many different studies
have used REMD to study folding in smaller model peptide systems [55, 66, 153-156]
however studies of unfolded state structure have been more limited [157].

In this paper, we analyze the same set of short fragments of HP-36 that were
studied experimentally in an attempt to clarify the extent of locally stabilized secondary
structure. We conducted REMD simulations using both an implicit and explicit solvent
model for each fragment. The results demonstrate that explicit solvent is the more
accurate approach for studying these small peptides. We find HP-1 possesses the most

native-like structure of the three fragments, and the potential role that locally stabilized
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structure may play a role in the fast folding of HP36 is discussed.

3.2 Methods

Three fragments were built from the sequence of HP36: M41-F76 (MLSDEDF
KAVFGMTRSAFANLPLWKQQNLKKEKGLF). HP-1 (M41-M53) corresponds to the
N-terminal helix of HP36. HP-2 (G52-L61) contains the second helix and HP-3 (P62-
L75) contains the C-terminal helix. HP-1 has a free N-terminus while HP-2 and HP-3
have acetylated N-termini. All C-termini were amidated. These sequences and termini
correspond to those used in the experimental studies [26]. All sidechains for Asp, Glu,
Lys, and Arg were charged during the simulation. Ala;y was acetylated and amidated at
the N and C termini respectively. All simulations were performed in Amber version 8
[39] and used the Amber ff99 force field [120, 121], with modifications to eliminate a-
helical bias[45] . These parameters have been provided elsewhere [158], are denoted
“f99SB” in Amber version 9 and are available for download from the Amber web site
(amber.scripps.edu). SHAKE [122] was used to constrain bonds involving hydrogen. The
time step was 2 fs. Temperatures were maintained using weak Berendsen coupling [123].
All simulations were initiated from both an extended and a helical structure, with

comparison of the two runs providing a lower bound for the uncertainty in resulting data.

3.2.1 Explicit solvent simulations

Explicit water simulations were performed in a truncated octahedral box using
periodic boundary conditions and particle mesh Ewald [125] (PME) to calculate long
range electrostatic interactions. The structures were equilibrated at 300 K for 50 ps with

harmonic restraints on solute atoms, followed by minimization with gradually reduced
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positional restraints. The restraints were reduced from 5 kcal/mol*A to 1 kcal/mol*A to
0.5 kcal/mol*A. After minimization, three 5 ps MD simulations with the same gradually
reduced restraints at constant pressure (1 atm) and temperature (300 K) to generate
starting structures. To improve sampling, we use REMD as implemented in Amber 8.
Each system is represented by multiple simulations which are coupled to baths at
different temperatures. Periodically, an exchange of replicas is attempted using a
Metropolis-type criterion. The target exchange acceptance ratio for all simulations was
approximately 20 % between temperatures ranging from 260 — 580 K. Exchanges
between neighboring temperatures was attempted every 1 ps.

The initially extended and helical HP-1 fragments were surrounded by 1387 TIP3P
waters and 1029 TIP3P waters respectively. The extended structure used 38 replicas
ranging from 259 to 567 K (259, 264, 270, 276, 282, 288, 294, 300, 306, 313, 320, 327,
334, 341, 348, 355, 363, 371, 379, 387, 395, 404, 412, 421, 430, 439, 449, 458, 468, 478,
488, 499, 509, 520, 532, 543, 555, and 567 K) while the folded structure used 34 replicas
ranging from 262 to 531 K (257, 262, 268, 274, 280, 287, 293, 300, 306, 313, 320, 327,
335, 342, 350, 358, 366, 374, 382, 391, 400, 408, 418, 427, 437, 446, 456, 467, 477, 488,
499, 510, 521 and 533 K). Each simulation was run for 42 ns. The extended and helical
HP-2 fragments were surrounded by 1092 waters and 849 waters respectively. The
extended structure used 34 replicas ranging from 269 to 548 K (269, 275, 281, 287, 294,
300, 307, 313, 320, 327, 334, 341, 349, 356, 364, 372, 380, 388, 397, 406, 414, 423, 433,
442, 452, 461, 471, 482, 492, 503, 514, 525, 537, and 548 K) while the helical structure
used 30 replicas ranging from 265 to 543 K(269, 275, 281, 287, 294, 300, 307, 313, 320,

327, 334, 341, 349, 356, 364, 372, 380, 388, 397, 405, 414, 423, 432, 442, 452, 462, 472,
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482, 492, 503, 514, 525, 536 and 548 K). Both were simulated for 32 ns. The extended
and partially helical HP-3 fragments were surrounded by 1250 waters. Both were
simulated with 40 replicas ranging from 266 to 578 K (266, 272, 277, 283, 288, 294, 300,
306, 312, 319, 325, 331, 338, 345, 352, 359, 366, 373, 381, 389, 396, 404, 413, 421, 429,
438, 447, 456, 465, 474, 484, 494, 503, 514, 524, 534, 545, 556, 567, and 579 K) for 41
ns. The first 10 ns of each simulation were discarded to reduce bias caused by the initial
structure.

The Alajo peptide in an a-helical and an extended conformation was solvated using
983 TIP3P water molecules for a total of 3058 atoms. 40 replicas were used at
temperatures ranging from 267K to 571K (267, 272, 278, 283, 289, 294, 300, 306, 312,
318 324, 331, 337, 344, 351, 358, 365, 372, 379, 387, 394, 402, 410, 418, 426, 435, 443,
452, 461, 470, 479, 489, 498, 508, 518, 528, 539, 549, 560 and 571 K)., which were

optimized to give a uniform exchange acceptance ratio of ~30%.

3.2.2 Implicit solvent simulations

The implicit solvent effects were calculated using the Generalized Born continuum
model [51] using pairwise descreening [159] with mbondi radii [160]. Simulations were
initiated with the same two initial conformation ensembles as were used for the explicit
solvent REMD calculations. Both initial structures were minimized, followed by a brief
equilibration. The same force field and target exchange ratios in the explicit solvent were
implemented in the GB runs. The first 5 ns was discarded to remove initial structure bias
in each run.

The HP-1 simulations used 8 replicas from 272 to 539 K (272, 300, 331, 365, 402,

443, 489, and 539 K.), for approximately 50 ns each. Simulations of HP-2 ran for 40 ns
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with 8 replicas between 268 and 587 K (268, 300, 336, 375, 420, 470, 525 and 587 K)
and HP-3 simulations ran for 60 ns using 10 replicas between 277 and 571 K (277, 300,
325, 352, 382, 414, 449, 486, 527, and 571 K). For Alajg, 8 replicas were used at
temperatures ranging from 270 to 571 K (270, 300, 334, 372, 414, 461, 513, 571 K).
Exchanges were attempted every 1 ps and the REMD simulation was run for 50000

exchanges (50 ns).

3.2.3 Data analysis

Cluster analysis was performed on each simulation with MOIL-View [127], using
backbone RMSD as a similarity criterion with average linkage. Clusters were formed
with a bottom-up approach using a similarity cutoff of 2.5 A; the populations of the
resulting clusters for each fragment are discussed in the main text. The portions of the
backbone were selected according to the region of the fragment where the HP36 native
helix was located. DSSP analysis of the fragments confirmed that these regions were the
most structured portions of the fragments. Conformational families were defined based
on the combined set of structures from all simulations of the fragment (both initial
structures and both solvent models), and the populations of each family were then
calculated for the ensemble obtained from each simulation. Comparison of the
populations of each structure type in the ensembles obtained from independent initial
structures was used as a convergence metric.

DSSP analysis [128] and calculation of distances, RMSDs, and radius of gyration
were done using the ptraj module in Amber. Distances between sidechains were
calculated using heavy atoms of the charged atoms. Free energy histograms were

calculated at 300 K according to equation 3-1.
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AG;=-RT ll’l(Ni/N())

Equation 3.1. Relative free energy calculated with multidimensional histogram analysis.
AG; is the relative free energy bin I, Nj is the population of a particular histogram bin
along the reaction, and Ny is the most populated bin. R and T are the gas constant and
temperature.

Lifson-Roig (LR) analysis was implemented to calculate the probability of forming
helices of a particular length. Backbone torsion (¢/V) angles were used to evaluate
whether a residues was helical or non-helical. Using the Garcia and Sanbonmatsu
definition [80], a residue was considered helical if ¢ = 60 = 30 and ¥ = 47 £+ 30. Helical

populations were calculated using equation 3-2. We note that this provides absolute

helical content and formation of several short helices in single structure is possible.

Hp = (H/N)
Equation 3.2. Equation to calculate helical populations. Hp is the population of a helix at

a particular length, H; is the amount of that helix of a particular length L and N is the total
number of structures in the ensemble.

J-coupling constants were calculated using a version of the Karplus equation

(Equation 3-3) previously employed for analysis of small peptides:

3J(HnHy) = A cos’(9 — 60) + B cos(¢ — 60) + C

Equation 3.3. Karplus equation for the calculation of *J(Hy,H,) scalar couplings. A, B,
and C are constants.
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where A = 6.51, B = -1.76, and C = 1.60 [161]. All calculations were performed on the
combined data set including simulations started with the extended and folded starting

structures.

3.3 Results

3.3.1 Measuring convergence of the REMD simulations

When the goal of a simulation study is simply to identify a low-energy
conformation, it is typically unnecessary to generate a Boltzmann-weighted ensemble
with conformations populated according to relative energies. However, when one wishes
to use these results to gain insight into the relationship of the unfolded state to the folding
process, it is necessary to obtain a reliable and quantitative estimation of the extent to
which any residual structure is present in the unfolded state, with well defined limits.

In the present case, we investigate the role of locally stabilized structure in the
unfolded state ensemble of the villin headpiece protein. In order to ensure that the
simulations are robust and that the populations that we observe are precise, all of the
simulations were repeated with two different initial starting structures. For each fragment,
one simulation was initiated from a fully extended structure while another was started
from a helical structure. Since it has been demonstrated that different properties converge
at different rates [162], we use as our convergence metric the fractional populations of
alternate conformations which are the main focus of our analysis. As described in the
Methods, conformation families are defined based on the combined set of structures from
all simulations, and the populations of each conformation family are then calculated for

the ensemble obtained from each of the two alternate simulations. For all fragments, the
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absolute populations sampled in the two independent runs in the TIP3P [49] explicit
water model demonstrated a high correlation (r = 0.994 (HP-1), 0.993 (HP-2), 0.863 (HP-
3)), indicating that the populations of each conformational basin are independent of initial
coordinates (Figure 3-2). For the simulations in implicit solvent, there was a high
correlation between runs 1 and 2 for HP-1 (0.999) and HP-3 (0.996), but HP-2 showed
poor convergence (0.279). The explicit solvent simulations clearly provide more data
precision for all three fragments; this may arise from slower convergence in the implicit
model due to high barriers to conformational change arising from salt bridges that are too

strong in the implicit model [56].
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Figure 3-2. Comparison of cluster populations between two independent REMD
simulations at 300 K in explicit solvent. (A) HP-1 (slope =1.24, r =0.994) (B) HP-2
(slope =0.923, r =0.993) (C) HP-3 (slope =0.859, r =0.86). Cluster families were
defined based on a combined data set of all trajectories of the fragment. The high
correlation between the populations for each fragment suggests that the REMD
simulations are well converged and that the populations of individual structure types are
reliable.

3.3.2 Comparison of structural ensembles obtained using explicit and implicit
solvent models

Accurate treatment of solvation is essential for meaningful simulation of biological
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molecules in solution. Explicit solvent models can be highly effective, particularly when
water has non-bulk properties and interacts directly with the solute [124]. Implicit models
such as the semi-analytical generalized Born model (GB) [51] are attractive because they
are computationally less expensive and can converge more rapidly than simulations in
explicit water due to lack of solvent viscosity. While GB has been widely used for protein
folding studies, others have reported poor results including secondary structural bias and
ion pairing issues [53-55]. We note, however, that many variants of the GB model exist
and relatively few studies comparing their performance for protein folding have been
published [163-165].

In this study, both the GB and TIP3P solvent models share the same largest cluster
in HP-1, indicating the same most preferred structure (Figure 3-3). Nevertheless they
differ significantly in the contribution of this conformation to the overall ensemble (90 %
in GB vs. 25 % in TIP3P). Overall the populations of the conformation families for HP-1
show a poor correlation between TIP3P and GB ensembles (r = 0.67 and a slope of 0.26).
This arises primarily from a ~1.5 kcal/mol overstabilization of the a-helical region of the
Ramachandran region in the GB simulations as compared to TIP3P. The other fragments
showed similarly poor agreement between the solvent models. We therefore focus on
results obtained using TIP3P and discuss GB data only to illustrate specific shortcomings

observed with that model in the discussions.
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Figure 3-3. Comparison of cluster populations for HP-1, similar to Figure 3-2 but
comparing populations between simulations in explicit and GB implicit solvent. The
correlation between the populations sampled in the different solvent models was quite
low(slope =0.26 r =0.67), suggesting that the implicit solvent model samples the
structure families in very different amounts than sampled in explicit solvent. The
correlations for the other fragments is similarly poor.

3.3.3 Summary of data analysis approaches

Data from the two independent sets of simulations were combined for analysis of
each fragment as described in Methods. Differences between the data sets provide a low
bound to the actual uncertainty. Analysis included calculation of root mean square
deviation (RMSD) of structures as compared to the conformation of the fragment in
intact HP36, radius of gyration (Rg), torsion angles, secondary structure types using the
dictionary of secondary structure prediction (DSSP) algorithm [128], Lifson-Roig (LR)

analysis of the distribution of helix lengths [166, 167], and conformational cluster
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analysis.

3.3.4 Simulations of Ala,,

A simulation of Alaj in explicit solvent was run as a control. This particular system
was chosen due to a similar size to the three fragments and the fact that Ala has the
smallest sidechain (other than Gly). Comparison of the Ala; structural ensemble to those
from the fragments provides insight into the role of specific side-chain interactions in the
HP36 fragments.

The central residue of Alajy samples local backbone conformations which are
located in all 4 basins of the Ramachandran plot: a helix, PPII, anti-parallel beta sheet
and the left handed helical basin (Figure 3-4). Furthermore, DSSP analysis of Alao
resulted in an average a-helical content of only 1.3 %. Since Alal0 lacks any intrinsic
structure, we conclude that any helical content observed in the fragments are the result of
the sequence. In addition, the lack of significant helical content in Ala;( suggests that the
force field employed does not suffer from over-stabilization of a-helices, as has been

reported for previous versions of the Amber force field [37, 168].
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Figure 3-4. Free energy profile at 300 K for a central Ala residue (Ala5) in Ala;o from
REMD using the TIP3P water model. Basins corresponding to the major secondary
structure types are all similar in free energy for models using explicit solvent, suggesting
that there is no secondary structural bias in the force field. The units are in kcal/mol.

3.3.5 Conformational preferences for fragment HP-1

HP-1 (M4/LSDEDFKAVFGMJ3) contains the sequence that forms the N-terminal
helix of HP36, (between D44 and K48), located near the center of the fragment, with 3
backbone a-helical hydrogen bonds in intact HP36. The fragment includes a stretch of
predominantly basic and acidic residues and several residues that can perform helix N-
capping. We first present properties of the entire ensemble of structures sampled,
followed by more detailed discussion of specific preferred conformations.

Figure 3-5 shows the free energy landscape at 300 K for HP-1 along coordinates of
the Rg and the RMSD to the backbone of the NMR structure of HP36. The global free
energy minimum has a low RMSD (1.0 A) and an Rg value of 7.0 A, similar to HP-1 in

the native state of HP36 (Rg = 6.7 A). The broad shape of the minimum with respect to
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Rg indicates that the compactness of the fragment is variable, while the relatively narrow
shape with respect to RMSD suggests that the structures remain quite native-like during
these fluctuations. Overall, the consistency between the RMSD and native like Rg in this
landscape indicate that at least half (discussed later in cluster analysis) of the ensemble of
structures populated by HP-1 have a high similarity to the conformation adopted by the
fragment in intact HP36, suggesting that residual native structure in this region is fairly

well populated in the unfolded state of HP36.
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Figure 3-5. Free energy landscapes of three fragments at 300 K from REMD explicit
water simulations. (A) Rg vs RMSD (backbone 43 — 49) to the native HP36 structure for
HP-1 (B) Rg vs RMSD (backbone 54-59) to the native HP36 for HP-2 (C) Rg vs. RMSD
(backbone 64-70) to the native HP36 for HP-3. While all three fragments remain compact
as in HP36, only HP-1 has a free energy minimum located at a low RMSD. The other two
fragments occupy minima with higher RMSDs and more broad minima than HP-1. The
units are kcal/mol.

Figure 3-6A shows the Ramachandran free energy surfaces at 300 K for three
residues in the HP-1 ensemble, selected from the terminal regions and the center of the
fragment. As expected, the termini are more flexible, with the N-terminal Leu42
predominantly sampling the PPII and helical basins, while the C-terminal V50 samples

shallow, broad minima in the PPII, and a-helical basins (approximately 1.0 — 1.5 kcal/mol
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in depth). In contrast, the central D46 is stabilized in the helical region by approximately
2.0 kcal/mol relative to other basin. D46 adopts local backbone angles which correspond

to the ones seen in the native state of HP36.

A.

120

-180 T T T T
-180 -120 80 1] 80 120 180

=120

-180 4
=18

Figure 3-6. Free energy profiles of residues at 300 K from REMD explicit water
simulations in (A) HP-1 (L42, D46, V50); (B) HP-2 (T54, A57, L61) and (C) HP-3
(W64, L69, K73). HP-1 and HP-3 have global free energy minima in the helical region
for residues D46 in HP-1 and W64 in HP-3. All three residues in HP-2 occupy shallow
local minima, which suggest significant conformational flexibility. The units are
kcal/mol.

LR and DSSP analysis were employed to evaluate the relationship between local
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and long range helical structure in HP-1 (Figure 3-7A & 3-8A). The most probable helix
length is 3 to 4 residues, but longer helices of 5-6 residues are still found in 5 - 10% of
the structures in the ensemble. This is similar to the length of the first helix in the native
HP36. DSSP shows that the a-helical content of the ensemble increases rapidly from the
N-terminus toward the center of the fragment, then drops sharply towards the C-terminus
(average a-helicity of 35 % and 8 % at N and C-termini respectively). This is consistent
with the trend seen in the free energy surfaces which show that the relative depth of the
helical basin increases towards the center of the sequence and decreases toward the C-
terminus. Importantly, the high a-helical propensity observed in the center of the
fragment (35 %) is in the same region as the a-helix in the native HP36 structure (D44 —
K48). Other types of secondary structure are less prevalent and the propensities are fairly
consistent across the sequence, in contrast to the increase in helical content in the middle

of the fragment.
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Figure 3-7. Probability of finding helices of a particular length in the ensembles at 300 K
for (A) HP-1(black), (B) HP-2 (red), and (C) HP-3 (green). The populations show that
HP-2 has little probability (2-4%) of forming even a single turn of helix with 3 residues.
HP-3 does form very short helices, but only HP-1 shows significant population of helices
that are 5-7 residues in length.
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Figure 3-8. DSSP Analysis of (A) HP-1; (B) HP-2; (C) HP-3 at 300 K. (Black = 3,¢; Red
= a-helix; Green = m-helix; Blue = parallel B-strand; Yellow = antiparallel B-strand;
Magenta = turn). Circles represent the NMR structure. HP-1 contains the most helical
content of all three fragments.
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Cluster analysis was performed on the backbone of HP-1 from residues 43 to 49
(Figure 3-9). The two most populated conformational clusters, which account for
approximately 59 and 13 % of the structures respectively, contain the most a-helical
structure. The first cluster contains structures with modest population of a-helix from S43
to A49, while cluster 2 features a shorter a-helical turn from L42 to E45. The population
of cluster 3 (9 % of the ensemble) is made up of helix-turn-helix structures displaying a
helical content of 20 and 15 % at the N and C-termini respectively, however there is
greater variation in the structures within the entire cluster than in the first two clusters.
These structural populations are in agreement with the DSSP results which showed that
the N-terminus is more helical than the C-terminus. It is impressive to note that the most

populated cluster forms the full helical conformation seen in HP36.

59 % 13 % N 8%

Figure 3-9. Representative structures for the five most populated clusters of HP-1. (A) 1%
cluster (59 + 6 %) (B) 2™ cluster (13+£2 %) (C) 3" cluster (8 + 1 %) (D) 4" cluster (5.4 +
4 %) (E) 5™ cluster (5.0 £ .3 %). The most populated cluster contains helical content
similar to helix 1 in the native HP36.
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3.3.6 HP-2 shows no significant residual structure

HP-2 (G52MTRSAFANLG/) contains the shortest helix in HP36, comprising
residues R55 through F58 and containing only one oa-helical hydrogen bond between
T54-F58. This fragment contains N-capping residues that might favor helix formation,
however the small number of residues in HP-2 may not be sufficient to stabilize the
native helical conformation. Figure 3-5B shows the free energy surface at 300 K in
explicit solvent along the Rg and RMSD to the HP36 structure. The distribution of the
minima is much broader and not as well defined as was observed for HP-1. This
landscape shows one broad, shallow global free energy minimum centered at RMSD of
2.5 A and Rg of ~ 6.0 A. Similar to HP-1, this Rg value is comparable to that seen for
this compact region in native HP36 (6.0 A). In contrast to our HP-1 results, however, the
structures sampled for HP-2 are quite different than the structure in the corresponding
helical region in native HP36, averaging an RMSD of 2.9 A for the residues comprising
the native helix. These observations show that HP-2 is less structured than HP-1 and does
not form an appreciable amount of the structure seen in HP36.

Figure 3-6B shows Ramachandran free energy surfaces for three residues of HP-2
at 300K. Thr54 and Ala57 sample all 4 major basins, while Leu61 occupies a broader
basin in the o-helical region, and to a lesser extent the PPII and anti-parallel B-strand
regions. DSSP analysis shows that the N-terminal portion of HP-2 is more helical than
the C-terminal region, however the total helical content is significantly lower for HP-2
(2.2 £.7 %) than for HP-1 (19.8 %) (Figure 3-8B). LR analysis indicates that HP-2 does
not adopt significant helical content, with less than 5% population even for short 3-

residue helices (Figure 3-7). Instead, HP-2 contains a modest population of turn (22.0 £
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1.8 %) in the center of its sequence and a small population of anti-parallel -strand at
each of the termini. The high turn population could indicate nascent helix initiation or
transient f—turn structure.

Cluster analysis was performed on the backbone of HP-2 from residues 55 to 59
since this region contains the native helix of HP36 and DSSP indicates significant turn
population in the fragment. In Figure 3-10, we show representative structures for the top
five clusters, each of which makes up 10-30 % of the entire ensemble of HP-2. This is
unlike HP-1, in which more than half of the entire ensemble is comprised of a single
structure cluster. All of the clusters have very low a-helicity, except for the second cluster
which has structures that are most helical in the center (approximately 10 %). The smaller

clusters appear to sample random coil and turn-like structures.

131 %

Figure 3-10. Representative structures for the five most populated clusters of HP-2. (A)
1% cluster (25.2 %) (B) 2™ cluster (21 + 3 %) (C) 3™ cluster (13.1 + .6 %) (D) 4" cluster
(13 £2 %) (E) 5" cluster (11.0 + .6 %). All five clusters sample random coil and turn-like
structure.

Overall, HP-2 does not show strong evidence of any well-defined structure. It

appears that the residues in HP-2 are more flexible and this region of HP36 relies on

tertiary contacts and packing constraints to stabilize secondary structure. Vermeulen et al.
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have suggested that the second helix should not be stable without residues from the third

helix which favorably interact with the second helix’s dipole [135].

3.3.7 Analysis of HP-3

HP-3 (P62LWKQQNLKKEKGL75) contains the longest helix in the native
structure of HP36 (L63 to E72), with 7 stable a-helical hydrogen bonds, a proline that
promotes helix initiation in native HP36, and a patch of acidic and basic residues that
serve as part of the actin binding domain. Figure 3-5C shows the free energy landscapes
for the entire ensemble of HP-3 at 300 K along the radius of gyration (Rg) and RMSD to
the HP36 structure. Despite the relatively large number of helical hydrogen bonds in the
HP36 structure, the distribution of the minima for HP-3 is the broadest of all three
fragments, centered at an RMSD of 4.0 A and Rg of 8.0 A. The structures are also
somewhat less compact than in HP36 (Rg of 9.0 + 2.0 A compared to 7.0 A in native
HP36). While HP-1 showed significant sampling of native-like backbone structure
(RMSD = 1.0 2\), and HP-2 showed a larger average RMSD of 2.9 A, HP-3 shows even
larger deviations from the HP36 native structures with an average RMSD of 4.5 £ 1.9 A.
These larger values may indicate further deviation from native structure as compared to
HP-2, or they may arise from the larger size of this fragment.

Unlike HP-1 but similar to HP-2, HP-3 shows little residual helical content despite
being the longest helix in HP36. Figure 3-6C shows Ramachandran free energy surfaces
for three residues (W64, N68, and K73) selected from different parts of HP-3. W64 has
the global free energy minimum in the helical region of the free energy surface while N68
occupies all 4 major basins at nearly equal free energies, unlike the well-defined a-helical

conformation observed for this residue in the middle of helix 3 in HP36. Similar shallow
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minima are sampled by K73, which is consistent with the low level of structure seen at
the C-termini of all three fragments.

Figure 3-7 shows results of LR analysis on HP-3, which indicates a 5-10%
probability of forming short 3-4 residue helices, larger than was seen in HP-2. This is in
agreement with DSSP calculations that show limited population of helical turns in the N-
terminal region (W64 is approximately 20 % a-helical). This lack of helical structure in
the C-terminus is consistent with the free energy surfaces of L69 and K73 which show
shallow local minima sampled in the 4 major basins (Figure 3-6C). Unlike HP-1, nearly
no propensity to form longer helices of 5-6 residues is observed. Instead, many structures
in the ensemble of HP-3 have a high local turn population (20 £+ 2 %) (Figure 3-8C). In
the intact HP36, helix 3 makes extensive hydrophobic contacts with residues from helix 1
and helix 2. In the absence of these interactions, the helical structure is not stable.

Further evidence of significant conformational variability is obtained from cluster
analysis, where the five largest clusters account for only 69% of the ensemble (Figure 3-
11). DSSP analysis shows that the center of HP-3 samples a significant amount of turn
conformation, with the only significant helical content being 3¢ structure near the N-
terminus that is present in clusters 1, 3 and 4. Clusters 1 and 4 are made up of a- helical
structures at the N-terminus from L63 to Q66 while cluster 5 appears to be somewhat
native-like, sampling a long helix between residues L63 and K72, with an average a-
helicity per residue of 34 %. However, cluster 5 only comprises only 10 % of the
structures and therefore it does not make a significant contribution to the ensemble
average. Unlike HP-2, however, it does indicate that HP-3 has a small propensity to adopt

a native-like conformation.
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19 % 15 % 14.1 %

10 %

Figure 3-11. Representative structures for the five most populated clusters of HP-3. (A)
1 cluster (19 £ 2 %) (B) 2™ cluster (15 + 2 %) (C) 3" cluster (14.1 + .7 %) (D) 4"
cluster (10.5 + .9 %) (E) 5" cluster (10 + 5 %). Cluster 5 contains the most native-like
helix, however the population is quite small.

3.4 Discussion
3.4.1 What may stabilize the high population of helical structure in HP-1?

We examined the entire HP-1 ensemble to identify contacts that may be playing a
part in stabilizing the helical structure. Approximately 50 % of the ensemble had ion-pair
contacts between D44 - K48 (27 £ 4%), E45 - K48(8 = 2 %), and both D44 and E45 with
K48 (14.0 £ .03 %). Another contact was present (85.0 £ .5 %) between the D44
backbone carbonyl and the charged sidechain of K48; this is present alone (56 + 4 %) and
with the charged sidechain of D44 (30 = 6 %) (Figure 3-12). These contacts are not
observed in the NMR and the X-ray structures where the charged groups of these residues
are more than 6 A apart in space. These interactions appear to desolvate the backbone
hydrogen bonds, resulting in stabilization of a-helical structure. These types of

interactions have been shown to favor helical structure in various peptide systems [169].
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K48

D44

Figure 3-12. Representative structure from the most populated cluster of the HP-1
ensemble. This image shows the interaction between the sidechain of K48 and D44,
which may play a role in stabilizing the helical structure in HP-1.

3.4.2 Comparison with experimental data

The tendency of the three fragments to adopt helical structure in simulations is in
good agreement with the trends seen in CD experiments (HP-1 > HP-3 > HP-2). These
differences observed in the experiment are small due to the length and the low population
of helix. Figure 3-13 shows the theoretical and experimental J-coupling values for the
residues in all three fragments. The calculated J-couplings match most of the
experimental trends with the exception of a few residues whose deviation from
experiment is quite small (<1.5 Hz). HP-1 and HP-3 have calculated J-couplings that are

lower than 7 Hz (shifted to the helical region) in the N-terminal region, consistent with
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analysis of their ensembles. The calculated J-couplings of HP-2 are 7.0 £ 0.5 Hz,
consistent with an average ensemble that has no specific structural preference. While the
results do not show any strong conformational preferences, they show that the ensembles

generated in the simulations are able to reasonably reproduce experimental parameters.
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Figure 3-13. J-coupling values for residues in (A) HP-1 (B) HP-2; (C) HP-3.
Experimental values are shown in red and calculated values are shown in black.
Calculations for all three fragments followed the relative trends and were in good
agreement of the experimental data. Some residues are missing because either the J-
coupling constants were not measured or the results were ambiguous.

80



Some differences exist between the simulation data and previous solid state NMR
freeze quench studies that also suggested some non-random structure [106]. Those
studies are consistent with V50 in HP-1 adopting a relatively well ordered local
polyproline II (PPII) conformation; A57 in HP-2 is more conformationally disordered,
but retains significant helix content; and L69 in HP-3 is the most disordered of these three
labeled residues in unfolded 35-residue villin headpiece subdomain (HP35). Those
experiments suggested that local structure is present for HP-1 and HP-2 but only
disordered structures are populated for HP-3 [106]. Our study showed no backbone
conformational preference at 300 K for V50 in HP-1, A57 in HP-2, and L69 in HP-3
(Figures 3-6). However, the solid state NMR experiments are performed at cold
temperatures which might induce these residues to adopt more a rigid backbone
conformation. Our analysis evaluated the ensembles generated at 300 K, conditions that
were similar to the original fragment study, and the structural populations are more

relevant to folding at this temperature.

3.4.3 Implications for folding

This study suggests that the HP-1 has the highest tendency to adopt helical
structure among the three fragments, and these have high similarity to the structure of the
fragment in HP36. HP-3 also samples fully formed structure as adopted in the native state
of HP36, but at a significantly smaller overall probability than HP-1. HP-2 contains the
least residual structure and samples a wide variety of conformations, all in low
population. These isolated structures need to be stabilized by other contacts to form

native helical structure. All of the fragments are more helical than Ala;o, suggesting that
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the side chains play an important role and that observed tendency to form helices does
not arise from over-stabilization of helical structure that has been reported for earlier
versions of the Amber force field.

Overall, the geometric ensemble properties of HP-1 are remarkably similar to that
found in the HP36 native state, but with a much lower overall propensity to form well-
defined structure. In previous studies, the Pande lab has proposed the “mean-structure
hypothesis” which states that the geometry of the collapsed unfolded state of small
peptides and proteins in an average sense corresponds to the native equilibrium state even
though individual structures in the ensemble demonstrate unfolded, random coil
properties [93]. The presence of a significant population of HP-1 structures with low
RMSD values suggests that at least some of the individual structures sampled may also
be highly (although locally) native-like.

Preformed structure in the unfolded state has been implicated for potentially
favoring very rapid folding. Residual structure might help guide proteins to fold into the
native state. Recent studies of model helical bundles have suggested that such residual
structure is essential in aiding the protein folding process [139, 148]. The presence of low
levels of highly native-like structure in the HP-1 fragment may play a role in the fast
folding of HP36. This residual helical content in the HP-1 fragment varies only weakly
with temperature, with average o-helical content of 19% at 300K and 17% at 340K
(considering all helix lengths). This is consistent with experimental studies for larger
fragments and with the intact protein, which have shown that there is considerable
structure in the unfolded state at higher temperatures [26]. We note, however, that force

fields of the type used in this study are not parameterized to quantitatively reproduce

82



temperature-dependent behavior.

The diffusion collision model has often been applied to helical proteins. However,
Islam et al. has noted that this model is ineffective at describing the folding of HP36 due
to the relatively small size of the helices in the subdomain [94]. Residual structure in
isolated helices may not be enough to drive the folding process. Gianni et al. [170] and
Daggett et al. [171] have suggested that some proteins can form unstable secondary
structure that will become stable once tertiary contacts are secured around a nucleus of
hydrophobic contacts. This mechanism seems to relate better to HP36.

Much experimental work has focused on the contacts that stabilize the native state.
The work by McKnight’s group has stressed the importance of three phenylalanines in
maintaining the hydrophobic core [97]. Experimental fragment studies [26] have shown
the fragment containing the first two helices of HP36 and all three of these
phenylalanines maintains a considerable amount of residual structure, presumably due to
these hydrophobic interactions. The crystal structure of HP35 has also suggests some
hydrogen bonding interactions between the first two helices that may influence the
compactness of the structure in HP36’s unfolded state [89]. These interactions stabilize
the first and second helix and allow them to form more structure than seen in the
individual fragments.

In summary, REMD simulations using explicit solvent have been used as a method
for studying the propensity to populate locally stabilized unfolded state structure in
HP36. Two simulations using explicit solvent were run for each fragment and both
converged to the same population of structures. HP-1 was shown to contain the most

helical structure with a low RMSD to the native HP36 structure, implying that this region
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may be partially structured in the unfolded state of HP36. The low tendency to adopt
helical structure in the other two fragments indicates that these rely on contacts from each
other for stability. This is in agreement with experimental studies which demonstrate that

tertiary contacts are necessary to form stable, detectable structure.
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4. Simulations of the Larger Peptide Model of the Unfolded
State of HP36

Abstract

Recent experimental and computational studies of HP36 have been carried out with
the goal of trying to understanding the role of residual structure in the unfolded state of
this subdomain. A large fragment made up of helix-1 and helix-2 (HP21) of HP36 has
been studied with NMR and CD and has shown more helical structure than the isolated
fragments and native-like tertiary contacts between Phe residues. Several NMR
experiments suggest this may be a reasonable model for the denatured state of HP36. In
order to further characterize the structure of this peptide, we ran standard REMD
simulations from unfolded and folded conformations. For HP21, we found that the region
corresponding to the first helix in HP36 contained the most native-like structure, which is
consistent with the isolated fragment HP-1. There also appears to be a small part of the
ensemble which indeed forms the phenylalanine core. Nevertheless, comparisons of
experimental and calculated J-coupling constants and chemical shifts show that the
ensemble obtained from the simulation is not as helical as suggested by the experiment. A
subset of structures within the ensemble containing the phenylalanine core showed better
agreement between the calculated and NMR observables in regions of HP36 containing
helix-1 and helix-2. Some approaches are mentioned that may be possible solutions to

the issues with this peptide.
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4.1 Introduction

HP36 is one of the fastest folding model systems studied experimentally and
computationally [34, 87, 93, 94, 97, 101, 102, 108, 112, 113, 116, 149]. One major focus
of these studies has been to understand the role of residual structure in the unfolded state
and how it affects the fast folding of HP36 [26, 34, 87, 95, 100, 107, 118, 172-174].
There have been a few views regarding this matter. H/D NMR experiments on the native
state of HP36 displayed several slowly exchanging amide resonances with protection
factors that were larger than predicted based upon AGunfolding that were mainly located in
helix-1 and helix-2. This could be due to structure in the unfolded state in that region
[87]. FRET studies in 8 M urea, however, have suggested that the region between helix-2
and helix-3 remain compact in the denatured state [173]. This result is also in accord with
MD simulations which show that folding is initiated between helix-2 and helix-3 [34, 95,
118, 172, 174, 175]. Yang et al. [175] has noted that despite the initial formation of these
helices, there is indeed native helical content in helix-1 and helix-2 in the transition state
ensemble . Simulation studies of a double mutant of HP36 have stressed the formation of
helix-1 and the phenylalanine core as being important for the its fast folding [176].

Recent studies by the Raleigh group have explored the denatured state

expermentally using fragment analysis [26, 107]. While none of the individual fragments
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corresponding to the a-helices in HP36 showed residual structure, a 21-residue fragment
with the first two helices of HP36, known as HP21, displayed secondary structure (20-25
% helicity) and possible tertiary interactions between the aromatic residues and Val50. In
addition, Val50 methyl chemical shifts were similar in HP21 and estimated thermally
denatured state chemical shifts of HP36 obtained from temperature dependent NMR
folding analysis [98]. H/D NMR exchange experiments of HP21 revealed the presence of
six of the seven most protected amides seen previously in the native state studies of HP36
(F47, K48, A49, V50, F51, F58, L61) [87, 107]. If this is a good model for the unfolded
HP36, these results could imply that there is significant structure in the denatured state of
HP36 in this region.

NMR studies have elucidated more structural details of this peptide [107]. J-
coupling constants (*J(Hx,H,)), backbone-sidechain NOEs, backbone-backbone NOEs
and chemical shifts (‘"H?, "HY, °N, °C®, CP and *CO) suggest that HP21 populates an
ensemble of structures which are helical in regions that are helical in the crystal structure
of HP36 [177]. In addition, aromatic-sidechain NOEs suggest both native and non-native
hydrophobic clustering. Native-like contacts are formed between the phenylalanines and
other hydrophobic residues in the peptide based on those NOE:s. It is difficult to calculate
one representative structure because it is likely to be sampling many interconverting
conformations. Secondly, there are not enough NOEs to accurately define a specific
structure. There are extensive amount of short and medium range NOEs (approximately
50) however there are less than 10 long range NOEs to define tertiary contacts of the
peptide.

Hence, there are still many questions that remain about this peptide.
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1) What are the different conformations that make up the ensemble of structures?

2) What are the correct populations of structures?

In this study, we apply a similar approach to that used in our studies of the isolated
fragments of secondary structure. In the previous work, we used REMD in explicit
solvent to obtain ensembles for HP-1, HP-2 and HP-3 and found that HP-1 contained the
largest population of native-like structure of all of the fragments [79]. This would suggest
that helix-1 could form local native-like structure in the unfolded state of HP36. We
conducted REMD simulations of HP21 and those results are described in this chapter. We
characterize the structure formation with DSSP, RMSD and phenylalanine contact
distances. Further analysis evaluates the accuracy of the ensemble by comparison of
experimental and calculated scalar couplings and C, chemical shifts. We find that HP21
contains helical structure in helix-1 and has a low structural population with
phenylalanine core formation. In addition, helix-2 displays the same helical content in
HP21 and HP-2. The ensemble, however, contains less helical structure than predicted by
experiment. These results suggest that there are still issues with the simulation
methodology such as sampling, water model or the force field which need to be

investigated.

4.2 Methods

4.2.1 Preparation of structure

HP21 was built using the first 21 residues from the sequence of HP36: M41-F76
(MLSDEDFKAVFGMTRSAFANLPLWKQOQNLKKEKGLF). HP21 was simulated with
a free N-terminus and amidated at the C-terminus in order to correspond to the system

used by the Raleigh group. These sequences and termini correspond to the those used in
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the experimental studies [26, 107]. All sidechains for Asp, Glu, Lys and Arg were charged
during the simulation. Simulations were performed using the ff99SB [45] force field in
Amber 9 [39]. SHAKE [122] was used to constrain bonds with hydrogen. The time step
was 2 fs. Temperatures were maintained with Berendsen coupling [123] . Simulations
were initiated from a folded and a collapsed conformation. The folded structure was built
by deleting residues 62 through 76 from the NMR structure (pdb code 1VII [88]). The
collapsed structure was obtained from the 449 K temperature trajectory of the REMD
simulation started from the folded structure. This conformation was completely lacked

significant secondary structure.

4.2.2 Explicit solvent simulations

Simulations in explicit water were performed in a truncated octahedral box with
periodic boundary conditions and particle mesh Ewald [125] (PME) to calculate long-
range electrostatic interactions. The water box contained 3970 TIP3P [49] waters. The
structures were equilibrated at 300 K for 50 ps with harmonic restraints on solute atoms,
followed by minimization with gradually reduced restraints. The restraints were reduced
from 5 kcal/mol*A to 1 kcal/mol*A to 0.5 kcal/mol*A. After minimization, three 5 ps
MD simulations were performed with the same gradually reduced restraints at constant
pressure (1 atm) and temperature (300 K) in order to generate starting structures. We
implemented the REMD version in Amber 9. The target exchange acceptance ratio was
approximately 13 %. Exchanges between neighboring temperatures were made every 1
ps.

The collapsed and the folded conformation were surrounded by 3970 waters. Both

simulations required 54 replicas ranging from 276 to 518 K (276.1, 279.4, 282.7, 286.1,
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289.5, 293.0, 296.5, 300.0, 303.6, 307.2, 310.9, 314.6, 318.4, 322.2, 326.0, 329.9, 333.9,
337.8, 341.9, 346.0 350.1, 354.3, 358.5, 362.8, 367.1, 371.5, 376.0, 380.5, 385.0, 389.6
394.3, 399.0, 403.7, 408.6, 413.5, 418.4, 423.4, 428.5, 433.6, 438.8, 444.0, 449.3, 454.7,
460.1, 465.6, 471.2, 476.8, 482.5. 488.3, 494.1, and 500.0 K) The simulation starting
from the folded structure was run for 38 ns while the simulations starting from the

extended conformation was run for 100 ns. The first 10 ns of each run was discarded.

4.2.3 Analysis

Analysis was performed at 286 K unlike the isolated fragment studies which were
performed at 300 K since the NMR experimental studies of HP21 were performed at 285
K [26]. DSSP analysis [128] and distances, and RMSDs were calculated using the ptraj
module in Amber 9. RMSD calculations used the X-ray structure (pdb code 1YRF [89])
as a reference structure because previous studies have shown that this is the better
representation of the folded state at neutral conditions [79]. Distances were calculated
between the center of mass of the heavy atoms of the phenylalanine rings of F47 and F51
and F47 and F58. Relative free energy histograms were calculated at 300 K according to

equation 4-1.

AG; =-RT ll’l(Ni/N())

Equation 4-1. Relative free energy calculated with multidimensional histogram analysis.
AG; is the relative free energy bin I, Nj is the population of a particular histogram bin
along the reaction, and Ny is the most populated bin. R and T are the gas constant and
temperature respectively.

J-coupling constants were calculated using a version of the Karplus equation

(Equation 4-2) previously employed for analysis of small peptides:
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3J(Hn,Ho) = A cos’(¢ — 60) + B cos(¢p — 60) + C

Equation 4-2. Karplus equation for the calculation of *J(Hy,H,) scalar couplings. A, B,
and C are constants.

where A = 6.51, B = -1.76, and C = 1.60 [161]. These parameters were used in the
previous fragment study [161]. We also calculated the scalar constants with another set of
Karplus parameters from Brushweiler et al. [178] (A = 9.5, B = -1.4, C = 0.3). These
parameters do not include motional averaging which is normally incorporated into the
fitting of empirical J-coupling parameters. Two parameter sets were used in order to test
the sensitivity of the data. The average and standard deviation were calculated for each
set of data. Chemical shifts for the C, chemical shifts were calculated using the SHIFTS
[179, 180] and SHIFTX programs. Chemical shift deviations were calculated using the
random coil values from Wishart et al. [181]. The average and standard deviation were
calculated for each set of data. Since there were issues with the agreement of the
experimental and calculated data for the initial ensemble calculations, other NMR
observables were not calculated for the ensembles or subsets. Cluster analysis was
performed for the subset of structures with the phenylalanine core with MOIL-View
[127], using backbone RMSD as a similarity criterion with average linkage. Clusters

were formed with a bottom-up approach using a similarity cutoff of 2.5 A.

4.3 Results

4.3.1 Structural properties of the HP21 ensemble

HP-21 (M41LSDEDFKAVFGMTRSQFANLG61) consists of the sequence that
forms the N-terminal and central helix of intact HP36 (Figure 4-1). In the NMR structure

of HP36 [88], the first helix extends from D44-K48, while in contrast the first helix is
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three residues longer in the X-ray structure [89], ranging from D44-F51. The lengths of
helix-2 are quite similar in length, extending from R55-F58 in the NMR model and R55-
AS59 in the X-ray structure. The HP21 fragment also contains the three phenylalanines
(F47, F51, F58) which play an essential role in the hydrophobic core and stability of
HP36. We first present properties of the entire ensemble which is followed by a more

detailed discussion of preferred conformations.

Figure 4-1. Structure of the villin headpiece subdomain (pdb code 1VII [88]). HP21 is in
silver. The N-terminus is labeled.

DSSP analysis was employed to evaluate helix formation in the HP21 peptide
(Figure 4-2). In both simulations, the ensemble samples a higher helicity in the N-
terminus of the peptide than in the C-terminus (average helicities of 21.41 +/- 0.08 % and

8.14 +/- 0.91 % at the N and C-termini respectively). The highest helical content is
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centralized around E45 which is consistent with the location of the first helix in X-ray
and NMR structures of HP36. These results are consistent with the previous simulation
studies of the isolated fragments, in which the region where helix-1 is located in HP36

contains the most helical structure.
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Figure 4-2. Average helicity per residue for the simulations of HP21 starting from a
collapsed (black) and a folded (red) conformation at 286 K. The helicity for the X-ray
structure [89] of HP35 is shown in blue. Helicity was calculated with DSSP analysis
combining 3¢ and a-helical content.

Figure 4-3 shows the free energy landscape at 286 K for HP21 along the
coordinates of RMSD of helix 2 and helix-1 to the X-ray structure of HP36. The global
minima are different in the simulations starting from independent conformations. Since

the simulations have not reached equilibrium, it is not formally correct to consider these

in terms of free energies. In this discussion, we will assume that they are equilibrated in
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order to understand the most favored conformational states of the peptide. In the
simulation starting from the collapsed conformation, the global minimum is located at an
RMSD (helix-1) of 3.2 A and an RMSD (helix-2) of 3.1 A which would suggest that the
structures have sampled non-native conformations. In contrast, the global minimum is
located at an RMSD (helix-1) of 1.0 A and an RMSD (helix-2) of 0.2 A for the
simulation started from a folded conformation. Nevertheless, there is a local minimum
located at an RMSD (helix-1) of 1.0 A and an RMSD (helix-2) of 3.0 A that is quite
shallow and has a relatively small free difference from the global minimum (0.4
kcal/mol). There is a small tendency of forming both the native helix-1 and helix-2 at the
same time (approximately 1 % and 7 % of the structures have an RMSD < 1.0 A for
helix-1 and helix-2 in the simulations starting from the collapsed and folded
conformations respectively). HP21 forms more native-like structure in the region of the
first helix in the full length HP36 than in the region of the second helix. Approximately
16 % and 17 % of the structures have an RMSD < 1.0 A for helix-1 in the simulations
starting from the collapsed and folded conformations respectively. In contrast,
approximately 2 % and 9 % of the structures have an RMSD < 1.0 A for helix-2 in the
simulations starting from the collapsed and folded conformations respectively. From the
landscape, the barriers are higher for the formation of structures with a low RMSD
(helix-2) which would suggest that the region of helix-1 should be native-like in order for
helix-2 to form native-like structure. Nevertheless, these results agree with our previous

results [79] that helix-1 contains the most native-like structure.
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Figure 4-3 Free energy landscapes of the RMSD(helix-2) vs RMSD(helix-1) for the
simulations of HP21 starting from a collapsed (A) and a folded (B) conformation at 286
K.

To investigate phenylalanine contacts in this peptide, we calculated free energy
surfaces for the distances between F47/F51 and F47/F58 (Figure 4-4). Contacts are
formed at distances less than 7.5 A. This cutoff was selected based on distance
histograms of the phenylalanine distances. To form a phenylalanine core similar to the
folded state of the intact HP36, both phenylalanine contacts should be present. The global
minima in each of these landscapes are different for both simulations. In the simulation
starting from the collapsed conformation, the global minimum is located at a distance of
13.0 A and 17.0 A for F47/F51 and F47/F58. In contrast, the global minimum is located
at a distance of 5.0 A and 5.0 A for F47/F51 and F47/F58, which is similar to the
distances in the X-ray structure (4.68 A and 5.28 A for F47/F51 and F47/F58) in the
simulation starting from the folded conformation. This minimum is also on the free
energy surface of the run started from the collapsed conformation (0.7 kcal/mol higher
than the global minimum on the surface). In both simulations, these structures sample this
hydrophobic core (approximately 1 % and 9 % of the structures form a phenylalanine

core in simulations starting from the collapsed and folded conformation respectively).
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Overall, HP21 preferred to form the F47-F51 contact (approximately 16 % and 25 % of
these structures form this contact starting from the collapsed and folded conformation
respectively) compared to the F47-F58 contact (approximately 6 % and 14 % of these
structures form this contact starting from the collapsed and folded conformation
respectively). From these results, we can conclude that HP21 is forming a well populated
native-like contact between F47-F51 and a minor population of structures which contain

a phenylalanine core.
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Figure 4-4 Free energy landscapes of the distances between F47 and F58 versus the
distance between F47 and F51 for the simulations of HP21 starting from a collapsed (A)
and folded (B) conformation at 286 K.

4.3.2 Comparison of calculated and experimental NMR observables for the
HP21 ensemble

Although DSSP and RMSD are excellent structural measures, they can not be
directly compared with experimental values in order to interpret the accuracy of a
simulation because they are not a direct measure of populations measured in the
experiment. To evaluate our structural populations, we calculated and compared

3J(Hy,H,) scalar coupling constants using two Karplus parameter sets to experimental
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scalar constants for both simulations at 286 K (Figure 4-5). Overall, the calculated scalar
coupling constants for both simulations appear to be shifted to more random coil values
compared to the experimental constants. The scalar coupling trends show that the helical
content of N-terminus is higher than the C-terminus consistent with the DSSP analysis.
The sensitivity of the Karplus parameters is small with an average RMS to experimental
values of 1.4 and 1.8 Hz using the Vuister and Brushweiler parameters [161, 178]. The
ensemble appears to contain less helical structure than predicted by the experimental

values.
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Figure 4-5. Comparison of calculated and experimental *J(Hy,H,) scalar coupling
constants for the simulations of HP21 starting from a collapsed (A) and a folded (B)
conformation at 286 K. Experimental values are shown in black. Each run used the two
Karplus parameter sets for the scalar coupling calculations. Some residues are missing
because either the J-coupling constants were not measured or the results were ambiguous
in the experiment. The standard deviation was shown for each calculated constant. The
scalar coupling constants were also calculated for the X-ray structure[89] of HP35 with
both parameter sets.

In addition, we also calculated C, chemical shifts for both simulations using

SHIFTS and SHIFTX. In Figure 4-6, we compared chemical shift deviations for the

98



calculated and the experimental values. C, CSDs greater than zero correspond to -
helical structure while C, CSDs less than zero correspond to B-structure. C, CSDs are
considered random coil if they are equal to zero. Similar to the scalar constant
comparison, the a-helical populations appear to be higher in the experiments compared to
the simulations. The results from the SHIFTS and SHIFTX calculations are almost
identical (average deviation of .05 +/- .01). Overall, the ensembles contain a smaller

helical population for HP21 than predicted by the experiment.
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Figure 4-6. Comparison of calculated and experimental C, chemical shift deviations for
the simulations of HP21 starting from a collapsed (A) and a folded (B) conformation at
286 K. Experimental values are shown in black. Chemical shifts were calculated with
SHIFTX (blue) and SHIFTS (red). The standard deviation was shown for each calculated
scalar coupling constant. The scalar coupling constants were calculated for the X-ray
structure of HP35 [89] with both parameter sets.

4.3.3 Comparison of calculated and experimental NMR observables for a
subset

The next question investigated was whether any structures within the ensemble

resemble the experimental measurement. Since the results deviated significantly from the
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experimental values, there are questions about if the correct structures are being
generated or if there is an issue with not having the correct population of structures. A
subset of structures was collected based on the criteria of containing a phenylalanine
core. This criteria was selected because previous NOE data [107] has suggested that
HP21 forms contacts between F47/F51 and F47/F58. The subset of structures was
selected based on phenylalanine core formation. A core was formed if both phenylalanine
contacts were < 7.5 A. This group was approximately 3 % of the entire ensemble
collected from both simulations.

Figure 4-7 shows a comparison of the calculated and experimental *J(HyH,) scalar
coupling constants for the subset of structures. Both sets of calculated J-coupling
constants (RMS(Brushweiller) = 1.27 Hz and RMS(Vuister) =1.05 Hz) are in better
agreement with the experimental values than the entire ensemble (RMS(Brushweiller) =
1.40 Hz and RMS(Vuister) =1.80 Hz). The trends of the calculated constants match the
experimental trends showing the scalar coupling fluctuations through the sequence unlike
the ensemble, which showed a flat sequence dependence (Figure 4-5). It should be noted
that the subset standard deviations have become smaller and include the experimentally
measured values (with the exception of M53). These results imply that the formation of
the phenylalanine core is correlated with helix formation around the regions of native
helix in HP36. Cluster analysis was performed on the backbone of the subset of structures
(Figure 4-8). In the subset, approximately 63 % of the structures sample a backbone
similar to the X-ray structure. In addition, DSSP analysis of the subset showed an
increase in helical content in the regions which correspond to helix-1 and helix-2 in the

X-ray structure compared to the entire ensemble (Figure 4-9).
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Figure 4-7. Comparison of experimental and calculated *J(Hy,H,) scalar coupling
constants from a set of structures containing the phenylalanine core at 286 K.
Experimental values are shown in black. Two Karplus parameter sets were used for the
scalar coupling calculation. Some residues are missing because either the J-coupling
constants were not measured or the results were ambiguous in the experiment. The
standard deviation was shown for each calculated scalar coupling constant. The scalar
coupling constants were also calculated for the X-ray structure with both parameter sets.
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N

Figure 4-8. Comparison of the representative structure of the most populated cluster of
the subset of structures containing the phenylalanine core (blue) and the X-ray structure
(yellow). A best fit alignment is performed on residues 44 to 62. The backbone of the
representative structure is similar to the backbone of the X-ray structure.
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Figure 4-9. Average helicity per residue for the subset of structures (black) containing the
phenylalanine core at 286 K. The helicity for the X-ray structure is shown in blue.

C, CSDs were calculated for the subset of structures and compared to experimental
CSDs (Figure 4-10). The agreement between the experimental and calculated CSDs has

improved for both methods similar to the improvement noted with the scalar couplings
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(RMS = 91 for SHIFTS and .93 for SHIFTX) compared to the entire ensemble of
structures (RMS = 1.65 +/- 0.02 for SHIFTS and 1.65 +/- .07 for SHIFTX). The subset is
shifted to more a-helical CSDs than the entire ensemble. Notable agreement is seen in the
region where the helix-2 is located in the full length HP36. The biggest deviation
between calculated and experimental values is between V50 and G52 which is also
consistent with the scalar coupling results. In addition, these experimental shifts also
deviate from the chemical shifts of the X-ray structure which may suggest the formation
of a non-native backbone conformation in this region. Nevertheless, the subset appears to

show an improved agreement with experiment.
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Figure 4-10. Comparison of calculated and experimental C, chemical shift deviations
from a set of structures containing the phenylalanine core at 286 K. Experimental values
are shown in black. Two Karplus parameter sets were used for the scalar coupling
calculation. Some residues are missing because either the J-coupling constants were not
measured or the results were ambiguous. The standard deviation was shown for each
calculated scalar coupling constant. The chemical shifts were also calculated for the X-
ray structure (cyan).
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Table 4-1. RMS values of the calculated shifts compared to the experimental shifts.

C, CSDs SHIFTS(ppm) SHIFTX(ppm)
Ensemble (Collapsed) 1.67 1.72
Ensemble (Fold) 1.64 1.58
Set A 0.91 0.93

4.4 Conclusions

In this chapter, we studied the HP21 ensemble generated by REMD in explicit
solvent and characterized the ensemble’s structural properties. DSSP and RMSD analysis
suggests there is a greater preference for structure in the region of the native helix-1 as
compared to native helix-2 of HP36. The additional residues compared to HP-1, the
isolated fragment, have little effect on the formation of additional secondary structure. In
that region, there is actually a decrease in the helicity in the larger fragment (26 % in
HP21 and 21 % in HP-1) [79]. Compared to isolated fragment HP-2, HP21 has a similar
amount of structure in the region of native helix-2 (approximately 8 % in both
fragments). These trends are different that the experimental trends which show an
increase in helical content [107]. Our next focus was the formation of the phenylalanine
core in HP21. All three phenylalanine residues are present in HP21 which may allow for
the formation of a phenylalanine core similar to the native state of HP36. In the HP21
ensemble, there appears to be a small part of the ensemble which indeed forms this core
(3 % of the structures from both simulations). Based on these simulations, there appears
to be the formation of native-like structure in this fragment.

To evaluate the quality of the ensemble, we calculated *J(HyH,) scalar coupling

and Ca CSDs and compared with experimental values. Based on this comparison, the
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populations appear to be quite different from the experiment which suggests the
formation of more a-helical structure in regions of helix 1 and helix 2 in the native
structure of HP36. We selected a subset of the ensemble based on the formation of two
contacts based on previous NOE data in order to test. If both contacts are formed, it
should form phenylalanine core similar to the native state. This improved the agreement
between calculated and experimental observables in the more helical regions of structure.
Nevertheless, the region between the two native helices showed the biggest deviation
from the experiment which suggests possible non-native behavior in this region.

There are a few possible reasons for the deviations of the ensemble from the
experiment. REMD is a useful method nevertheless it has its disadvantages especially in
explicit solvent. One major issue is convergence of all the replicas especially in water
where the number of replicas is higher and issues with viscosity are present. Our results
suggest convergence from the DSSP analysis, however as we look at other features such
as contact formation, the uncertainty becomes greater. In addition, there are issues with
using high temperatures for enhanced sampling. Folding can exhibit non-Arrhenius
behavior. Work by Levy et al. [75] as well as several experimental studies [76-78] have
shown that the temperature dependence of folding decreases after a certain temperature.
Therefore, it would be useful to test a reservoir approach to this problem. Molecular
dynamics simulations would be performed at an optimum temperature (where the folding
rate is still temperature dependent) for sampling in order to obtain a converged
Boltzmann weighed ensemble. This would be followed by REMD where exchanges
could be made between the reservoir and the replica with the highest temperature. This

approach is discussed in further detail in Chapter 5.
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Another reason for the lack of agreement with experiment is issues with the ff99SB
force field. Recent findings from our lab have shown that there are issues with the helical
content in marginally stable peptides. Chapter 6 explores the possible problems with the
current force field. The main problem appears to be the ¢ torsional potential that has
caused the barrier between the PPy and B basin to be too small. This would affect the
helical basin which thus may not be as populated as it should be.

Another possible cause for these deviations could be weak hydrophobic effect. This
could hinder the burial of key hydrophobic contacts which could lead to more structure in
the backbone. The TIP3P water model, however, has shown reasonable agreement
between calculated and experimental solvation free energies of small non-polar
compounds [60, 124]. In Chapter 7, there will be a further discussion of the effects of
water models.

Several strategies could be used to continue this project. The development of a
better backbone potential would allow for this project to be revisited with a better force
field. Another approach would be to use the current ensemble of structures with a
reweighing scheme for the populations. This would emphasize the agreement of the
populations with experimental values. A similar approach called ENSEMBLE uses a
similar reweighing scheme with structures generated from high temperature simulations
[182, 183]. While there are many other possible solutions to this problem, they should
focus on altering the helical content of the ensemble for better agreement with

experimental observables.
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S. Improved Conformational Sampling in Explicit Solvent:
Application of Reservoir Replica Exchange Molecular
Dynamics to Small Peptide Systems

Abstract

One of the greatest challenges for simulations of biomolecules is sampling the
entire free energy landscape. Folding and unfolding events occur on a slow time scale
that is typically not accessible by simulations under biologically relevant conditions.
Replica exchange molecular dynamics (REMD) can often overcome these obstacles by
using high temperatures to facilitate escape from kinetic traps. However, obtaining
converged data with REMD remains a challenge, especially for large systems with
complex topologies or simulations in explicit solvent. A relatively new method, Reservoir
REMD (R-REMD) improves efficiency by allowing the REMD simulations to exchange
conformations with a pool of structures that were previously generated at high
temperature. This can decouple the slow conformational search from the expensive
simulation of many replicas, as compared to the typical approach of simulating all
replicas during the time that only the high temperature simulations are effectively
exploring phase space. The reservoir approach has been shown to be beneficial in
simulations in the gas phase or using implicit solvent. Nevertheless, many current
implicit solvent models have been shown to cause secondary structural bias and
overstabilized ion-pair effects between charged residues. Here, the R-REMD approach is

applied to two model peptides in explicit solvent for which we were also able to obtain
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converged ensembles at 300 K using standard REMD. It is shown that coupling to the
high temperature reservoir results in low temperature R-REMD ensembles that are in
excellent agreement with results from standard REMD. This suggests that structure
reservoirs can be successfully exploited even with periodic systems in explicit water,

which are known to be problematic with standard REMD.
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5.1 Introduction

Adequate conformational sampling in molecular dynamics simulations remains a
major obstacle for obtaining accurate structural populations for biomolecules at
equilibrium. Local minima can restrict the movement along the free energy terrain and
leave large areas of unexplored conformational space. Several reviews have discussed the
recent progress and remaining challenges of conformational sampling [64, 184].

One popular approach for overcoming insufficient sampling in simulations is the
replica exchange method (also known as parallel tempering) [62, 63, 185-188]. In
temperature replica exchange molecular dynamics (REMD) [62], multiple non-

interacting simulations are performed for the same system, which are coupled to
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thermostats at different temperatures. Periodically, an exchange is attempted between
neighboring replicas using a Metropolis-type criterion. Typically, replicas range from
experimentally accessible and biologically relevant temperatures to higher temperatures
such as 600 K. Through exchanges with a high temperature replica, lower temperature
simulations can escape kinetic traps allowing for the system to reach equilibrium faster
than normal MD. Furthermore, the transition probability is formulated to ensure that
canonical ensemble properties for each replica are maintained, which in turn results in
correct temperature dependent observables (within the limits of the model). Many
different groups have applied REMD to studies of peptide and small protein folding [53-
55,62, 63,79, 80, 149, 153, 154, 168].

Nevertheless, REMD simulations do suffer from some major drawbacks. High
temperatures may not be beneficial for the conformational search, especially in cases
where the temperature dependence of the folding rate is weak or even non-Arrhenius
[75]. Thus, simulations started from non-native conformations may struggle to find the
native state even at higher temperatures. Another issue is that once the replica does
sample a favorable low energy structure, it is exchanged to lower temperatures and the
conformational search must begin again. This becomes problematic since multiple
folding events are necessary to achieve the correct population of folded structures below
the melting temperature of a peptide. Implicit solvent simulations require fewer replicas
than corresponding simulations in explicit solvent, and folding events also occur more
frequently, leading to better REMD convergence. Lastly, the exchange probability is
derived under the assumption that structures being considered for an exchange are

already Boltzmann weighted. This is not true in the beginning of the REMD simulations
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and the exchange function must play a role in driving the simulations towards
convergence.

Previously, we and others [82, 84, 189] have developed the Reservoir-REMD (R-
REMD) method to help overcome these issues with normal REMD. Similar to the J-
walking method [190], an ensemble is generated at one high temperature for the
reservoir, where convergence is more rapid but the desired thermodynamic ensemble is
not obtained due to temperature. Standard REMD is subsequently run below this
temperature, providing an annealing ladder to optimize reservoir structures and re-weight
the high-temperature ensemble. Advantages of this method are that the simulations start
with the correct exchange criterion due to the Boltzmann weighting of the reservoir and
there is no reliance on folding events within the replicas themselves. Individual structure
in the reservoir can seed multiple MD replicas, meaning that fewer folding events are
needed. This is especially important in explicit solvent, where many replicas are required
due to system size, and thus many folding events are required to populate the replicas
below the thermal transition temperature in standard REMD. Successful application of
this method has been shown using the trpzip2 B-hairpin and the dPdP three stranded
antiparallel B-sheet, both in implicit solvent. R-REMD simulations were more efficient
and resulted in highly accurate melting profiles and absolute populations of structures
compared to standard REMD [82]. In similar work, Li et al. [84] performed finite
reservoir replica exchange method (FRREM), a version of Hamiltionian REMD (H-
REMD), where the reservoir was collected using a scaling parameter of A = 0.1 which
was subsequently coupled to a production run using a scaling parameter of A = 1. On a

test case, FRREM was shown to be five times more efficient at sampling than normal H-
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REMD on a butane-like molecule in the gas phase. Lyman et al. [189] developed the
resolution exchange method in which the reservoir was made up of coarse grained
structures and exchanges were performed with all-atom REMD simulations. This
approach decreased the computer time by 15-fold on a dileucine peptide in implicit
solvent.

Despite these impressive results, implicit solvent models suffer from inaccuracies
due to the approximation of the free energy of solvation. Implicit models such as the
semi-analytical generalized Born model (GB) [51] are attractive because they are
computationally less expensive and can converge more rapidly than simulations in
explicit water due to lack of solvent viscosity. While GB has been widely used for protein
folding, we and others have reported weaknesses such as secondary structural bias and
the overstablization of ion pairs [53-56, 59].- On the other hand, explicit solvent models
are essential, particularly in cases where water has non-bulk properties and interacts
directly with the solute in such cases as bridging water. Previously, we have shown that
explicit solvent is necessary to obtain structural populations for short model peptides in
qualitative agreement with experiment [58, 79].

One of the remaining challenges for REMD is efficient application to systems in
explicit solvent. The number of solvent waters plays a role in increasing the
computational expense of REMD. REMD rapidly becomes computationally unfeasible,
because the number of replicas needed to span a given temperature range increases with
the square root of the number of degrees of freedom in the system [63, 71]. Furthermore,
solvent viscosity slows the conformational search for all of the involved replicas, thus

requiring long simulations for many replicas. To our knowledge converged REMD
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simulations in explicit solvent from independent starting conformations have only
reported for short helical or unstructured peptides [58, 79].

We believe that modified REMD approaches, such as R-REMD, will be crucial for
overcoming the problems associated with performing REMD in explicit solvent. The
decoupling of conformational search and reweighing aspects of REMD may avoid the
costly simulation of large numbers of replicas in explicit solvent during the time that only
the highest temperature replicas are effectively sampling the energy landscape. By using
R-REMD, only one temperature would be simulated for the long time required to sample
the landscape in explicit water. The others temperatures would be run subsequently, and
use the information gained from extensive search at a single temperature to more rapidly
obtain the temperature dependence of the ensemble using the efficient Monte Carlo of
REMD and the conformational annealing of the temperature ladder.

Although this approach seems reasonable, R-REMD has not been demonstrated in
explicit solvent. It is important to first ensure that accuracy is maintained, particularly
since the reservoir is a small subset of the actual ensemble, and the potential energies
used in the exchange with the reservoir are likely dominated by the solvent, rather than
the solute of interest. In the present study, we have validated this new application of R-
REMD to two small model peptides in explicit water, using as a reservoir a limited subset
of the overall high-temperature ensemble. These peptides were selected because our
previous simulations have shown excellent convergence of their populations from two
independent runs, providing a precise data set against which the R-REMD data can be
judged. Our first test case was an alanine polypeptide containing 10 residues (Alal0)

using R-REMD in explicit solvent. Previous studies have shown that the use of GB
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models with Alal0 results in an overestimation of helical content compared to the explicit
solvent simulations which primarily sample PPII conformations [58, 59, 80], in
agreement with experimental findings for short Ala peptides [44, 141, 191-193]. These R-
REMD simulations were then compared to the corresponding standard REMD
simulations, obtaining excellent agreement with absolute populations and structural
properties between REMD and R-REMD.

To further validate our approach, we applied the R-REMD method in explicit
solvent to a larger and more complex system, HP-1, corresponding to the isolated first
helix of the villin headpiece helical subdomain [26, 79]. Previous work on HP-1 showed
that GB simulations incorrectly sample large populations of a-helix and a salt bridge
interaction as compared to explicit solvent simulations [79]. We calculated secondary
structure content, structural properties (RMSD, Rg), absolute populations of cluster
families and melting curves, and compared these results with the standard REMD
simulations. The observable distributions and the sequence dependent secondary
structural trends of the REMD and R-REMD runs in explicit water are quite similar and
the populations of various conformational families also demonstrate a high degree of
similarity between the methods (r = 0.890). The melting curve of the R-REMD
simulations was quite consistent with melting profiles of independent REMD
simulations. Future work will investigate applying this sampling method to larger
systems in explicit solvent where convergence of REMD and reservoirs are more

challenging.

5.2 Methods

HP-1 (M41LSDEDFKAVFGMS53) corresponds to the N-terminal helix of HP36.
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HP-1 has a free N-terminus and an amidated C-terminus in accordance with previous
experimental and computational studies [26, 79]. We adopt the typical numbering
convention for HP36, in which L42 follows the N-terminal methionine [87, 88]. All
sidechains for Asp, Glu, Lys, and Arg were charged during the simulation. Ala;y was
acetylated and amidated at the N and C termini respectively. All calculations employed
Amber version 9 [39] and used the ff99SB modification [45] of the Amber ff99 force
field [120, 121]. SHAKE [122] was used to constrain bonds to hydrogen. The time step
was 2 fs. Temperatures were maintained using weak Berendsen coupling [123]. Explicit
water simulations were performed with the TIP3P [49] water model, truncated octahedral
periodic boundary conditions and particle mesh ewald (PME) [125] to calculate long-

range electrostatic interactions. Simulations were run in the NVT ensemble.

5.2.1 Explicit water reservoir REMD (R-REMD)

Reservoir REMD simulations (R-REMD) were run using the same simulations
parameters and temperatures as previously published for the standard REMD simulations
of these peptides [58, 79]. For Alal0, 20 replicas were used ranging from 267 to 387 K (
267,272,278, 283, 289, 294, 300, 306, 312, 318, 324, 331 337, 344, 351, 358, 365, 372,
379 and 387 K) while using 394 K as a reservoir in similar fashion to our previous work
[58]. This simulation was started from a collapsed structure and run for 36 ns. For HP-1,
18 replicas were used ranging from 276 to 391K (276, 282, 288, 294, 300, 306, 313, 320,
327,334, 341, 348, 355, 363, 371, 379, 387, and 395 K) while using 404 K as a reservoir.
Two independent simulations were run 18 ns for each replica using all replicas in a
collapsed conformation in one run and folded conformation for the other. Exchange

success rates for all simulations are provided as Table 5-1 and Table 5-2, showing that
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exchanges with the reservoir indeed occur with similar success rates as for the standard
replicas.

Table 5-1. Success rate of exchanges for each temperature in the Alal0 R-REMD
simulation.

Alal0 Run 1

Temperature | Success

(K) rate (%)
267 25.25
272 25.49
278 24.61
283 26.21
289 24.88
294 25.46
300 25.65
306 25.27
312 26.00
318 25.32
324 24.35
331 25.92
337 25.03
344 25.90
351 24.42
358 25.64
365 26.49
372 26.13
379 26.09
387 2491
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Table 5-2. Success rate of exchanges for each temperature in the HP-1 R-REMD
simulations

HP-1 Run 1 Run 2
Success | Success

Temperature | rate Rate

&) (%) (%)

276 13.81 14.75

282 12.93 13.51

288 13.23 13.27

294 13.26 13.58

300 12.97 12.66

306 13.36 12.98

313 13.75 13.08

320 12.88 13.23

327 12.68 13.61

334 14.80 12.81

341 13.73 12.73

348 13.53 14.98

355 14.62 13.98

363 14.16 13.72

371 13.98 13.79

379 13.77 13.92

387 14.91 14.62

395 13.86 14.37

5.2.3 Generation of reservoir structures

We previously demonstrated that reservoirs could be generated from multiple
independent MD runs at high temperature [82]. As discussed above, the present work
aims to validate the accuracy of R-REMD with a limited structure set in explicit water,
and thus we extracted reservoir structures from our previous standard REMD ensembles

of Alal0 and HP-1 at 399 and 404 K respectively. These ensembles were reduced to
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10,000 structures by selecting equidistant snapshots from the REMD temperature
trajectories. The trajectory files were standard Amber ASCII format and therefore the
coordinates have limited precision (0.001 A). Velocities were not saved in the REMD
run, therefore velocities for reservoir structures were assigned from a Maxwell-
Boltzmann distribution following each exchange. For these reasons, as well as the small
size of the reservoirs as compared to the true ensemble, it is important to investigate the

accuracy of the low-temperature ensembles obtained using R-REMD.

5.2.4 Analysis

Cluster analysis was performed with MOIL-View [127], using backbone RMSD as
a similarity criterion with average linkage. Selections of backbone regions were between
Ala2 and Ala9 for Alal0 and between residues 43 and 51 for HP-1. Clusters were formed
with a bottom-up approach using a similarity cutoff of 2.5 A. Cluster analysis was
performed on trajectories combined from standard and reservoir R-REMD simulations,
and the normalized populations for each cluster type were calculated for each of the
original simulations. The populations of each conformation family were then calculated
for the ensemble obtained from first and the second half of the Alal0 simulations and for
each of the two simulations starting from different conformations for HP-1 [162].

DSSP analysis [128], end to end distances, RMSDs, and radius of gyration were all
done using the ptraj module in Amber. Melting curves were constructed by calculating
the average helicity (over time and sequence) for each temperature. Helical residues were

selected based on DSSP criterion.
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5.3 Results
5.4.1 Alal0

We first tested R-REMD in explicit solvent using Alal0. In Figure 5-1, we show
end-to-end distributions at 300 K obtained from standard REMD and R-REMD
simulations. Clearly, the structural ensembles exhibit similar broad end-to-end distance
profiles ranging from 4 to 25 A. Both simulations sample structures with the same global
properties (within error bars) and appear to have no strong conformational preference, as

expected for short polyalanines.
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Figure 5-1. AlalO end-to-end distributions at 300 K obtained with standard REMD
(black) and R-REMD(red). Error bars were obtained from 2 simulations for the standard
REMD and using the first and second half of the data for R-REMD.

Following our previous published work [58, 79, 82], we evaluated the populations
of each cluster to determine whether independent simulations give similar ensembles. All

structures from both methods were combined and used to define a common set of

families, then the population of each family was computed for each trajectory and
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compared. This is important because we want to be confident that the populations of each
conformational basin are independent of initial coordinates, and REMD results are
reproduced by R-REMD even though the reservoir had low precision, lacked velocities
and was generated at high temperature. Previously, independent standard REMD
simulations of Alal0 showed a high correlation (r = 0.974) suggesting that these
simulations are well converged [58]. In Figure 5-2, we compared both the net R-REMD
and REMD ensembles and observe remarkable agreement between the -cluster
populations with the correlation and regression coefficient of 0.986 and 0.972
respectively. It is evident from this analysis that R-REMD samples structural families at

300K in excellent agreement with standard REMD.

20 .

| . | ]
3 10 15
Std REMD Runl&?2

Figure 5-2. Comparison of populations for AlalO structure familes sampled in different
simulations at 300 K. Clusters are defined using the combined data set. Populations in R-
REMD and REMD simulations sample very similar populations (r = 0.986).
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The most populated cluster of the R-REMD and REMD simulations corresponds to
an extended PPII structure, which is consistent with experimental work on short Ala
peptides [44, 141, 191-193]. To investigate the efficiency of R-REMD compared to
REMD, we monitored the population of this cluster over the duration of the simulation at
300 K (Figure 5-3). In the first 5 ns, all three simulations undergo fluctuations as they
approach their equilibrium values. At approximately 2 ns, the R-REMD simulations
converge to a population of 20 - 25 %, similar in both value and rate to standard REMD.
The fast convergence of the standard simulations suggests that more complex topologies
should be studied in the future to explore efficiency gains of R-REMD, and the present
study will focus on accuracy of coupling to limited reservoirs generated at high

temperature.

A ‘ — REMD Runl
F1 A — REMD Run2
25+ W WA\ N\ — RREMD

Population

1 1 1 | 1
40000 50000

1 |
0O 10000
Number of Exchange Attempts

I |
20000 30000

Figure 5-3. Population of cluster corresponding to polyproline II helix as a function of
time for REMD simulations, with the REMD simulations in 2 independent simulations in
black/red and the R-REMD shown in green at 300 K.

121



5.4.2 HP-1

To validate this approach on a more complex system with non-trivial sidechains,
we applied this method to HP-1, corresponding to the isolated first helix of HP36. We
have previously shown with standard REMD that HP-1 contains a modest amount of
helical structure in the region where the native helix is located in full sequence of HP36
[79]. In addition, we obtained very similar final ensembles starting from two different
initial structures with REMD. Therefore, the ensemble is converged and suitable for the
validation of the R-REMD approach. Here, we compare those results to new two
simulations performed using R-REMD, starting from two different folded and collapsed
conformations.

Figure 5-4A shows RMSD distributions relative to the backbone of the NMR
structure [88] of full length HP36, between residues 43 and 49. Both REMD and R-
REMD ensembles have similar RMSD distributions ranging from 0.5 to 4.5 A with the
most populated region centered around 1.1 A. R-REMD simulations are again observed
to be within the error bars of the REMD simulations. In Figure 5-4B, radius of gyration
(Rg) distributions are shown for both the REMD and R-REMD simulations. Both sample
a range of structures with an Rg between 6.0 and 12 A and contain their highest structural
populations between 7.0 and 7.5 A. Dictionary of secondary structural prediction (DSSP)
[128] analysis was employed to characterize the secondary structure (Figure 5-5). For
both REMD and R-REMD, secondary structure profiles demonstrate a high a-helical
propensity in the center of the fragment. This is in the same region as the first a-helix

occurring in the NMR and X-ray structures of HP36 (D44 — K48 in the NMR structure)

122



[88, 89]. Overall, R-REMD simulations reproduce similar structural observables

compared to REMD simulations.
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Figure 5-4. Histogram of the (A) RMSD of the backbone from residues 43 to 49 and (B)
Radius of gyration for the R-REMD(black) and standard REMD (Red) simulation. Error
bars are obtained from two independent simulations.
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Figure 5-5. DSSP analysis of HP-1 as a function of sequence for the standard REMD
(black) and R-REMD (red) simulations. Error bars are obtained from two independent
simulations. Each secondary structure profile of the R-REMD simulation overlaps well
with the standard REMD simulation.

Similar to our analysis on Alal0, we compared the populations of cluster families
to evaluate how precise our results were for the standard REMD and R-REMD, and how
accurate the R-REMD results were compared to regular REMD. Standard REMD
simulations starting from different initial conformations showed a high correlation
between cluster populations using only backbone residues from 43 to 49 at 300 K (r =
0.994) [79]. This region was originally selected because it contained the most helical
structure. For our current studies, we selected the larger backbone region (between
residues 43 and 51) to perform our cluster analysis to ensure that the flexible N- and C-
terminal ends of the HP-1 fragment were converged as well as the middle part of the
sequence. In order to reduce bias of a dominant conformer on the correlation statistics,
we analyzed populations in a higher temperature ensemble (355 K). Standard REMD

simulations again demonstrated a high correlation between families of structures (r =

0.890) (Figure 5-6A). The two independent R-REMD simulations showed exceptional
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agreement with r = 0.968 and a slope of 1.024 (Figure 5-6B). Both sets of simulations
demonstrate reliable precision of their populations of structures. Using these precise
ensembles obtained by REMD and R-REMD, we observe very good agreement between
the REMD and R-REMD data sets (r = 0.897 (0.791 without the biggest cluster),
comparable to the 0.890 obtained comparing individual standard REMD runs). These

results indicate that R-REMD performs well at reproducing the ensembles obtained from

standard REMD.
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Figure 5-6. Comparison of a set of HP-1 structures sampled in different simulations at
355 K. (A) Comparison of standard REMD from folded vs standard REMD from
extended (r = 0.890). (B) Comparison of R-REMD from different initial structures (r
=0.968). (C) Comparison of the combined data of the standard REMD and the combined
data of the R-REMD (r = 0.897).

To compare the accuracy of the temperature dependence of the R-REMD
simulations compared with the REMD, we calculated melting curves for the standard
REMD and R-REMD simulations. We calculated the average helicity through DSSP
analysis and compared the helical content of the fragment at each temperature (Figure 5-

7). Overall, the melting curves exhibit highly similar profiles, with the two methods

providing essentially identical results within the (small) error bars. The size of the error
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bars also appear to decrease the closer the temperature trajectory is to the reservoir. This
is expected since higher temperatures exchange with the reservoir earlier in the
simulations than the lower temperatures and will converge faster. Nevertheless, the R-
REMD demonstrates excellent convergence at multiple temperatures and is essentially in

quantitative agreement with R-REMD along the full temperature range.
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Figure 5-7. Comparison of melting profiles for the HP-1 fragment. The R-REMD
simulations exhibit similar melting behavior to the REMD simulations starting from the
extended and folded conformation respectively. Two melting curves are shown for the
standard REMD simulations because those two runs used slightly different temperature
sets.

5.5 Conclusions

We implemented the R-REMD approach with explicit solvent using two small
peptide systems, Alal0 and HP-1, for which well converged results have been obtained
with standard REMD. For the reservoir, we used a temperature trajectory of one of the
standard REMD simulations closest to 400 K. The goal of this work was to demonstrate

that this method is able to obtain accurate results compared with standard REMD. Alal0
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was run for 36 ns using 20 replicas and HP-1 was run for 18 ns for each replica, repeated
from two initial structures. R-REMD simulations sample similar structural properties as
the standard REMD simulations. We also achieve excellent precision for R-REMD
simulations when comparing either the first and second half of the simulation or
independent simulations. There is also a high correlation between the absolute structural
populations of REMD and R-REMD ensembles, indicating good accuracy. This is
expected since the method is formally rigorous, within the restrictions of a reservoir that
represents an incomplete subset of the actual ensemble, the lack of velocities in the
reservoir and the limited precision of the reservoir coordinate files.

This implementation is an example of the continued progress in enhanced sampling
methods. In explicit solvent, the R-REMD approach is beneficial because it requires only
one converged ensemble at high temperature. This is especially important in explicit
water where folding events are slow and solvent viscosity impedes the conformational
search. Standard REMD requires multiple folding events, while R-REMD uses one
converged reservoir to perform the sampling which is similar to pseudoexchange
simulations [189]. In this report, R-REMD is slightly more efficient in sampling;
however, these are small systems and may not benefit from these methods as much as
larger complex peptides since they contain a relatively low amount of structure and
quickly reach equilibrium.

There are still remaining challenges with obtaining a Boltzmann weighted reservoir
for systems that require microseconds and beyond to achieve folding events, even at high
temperature. A promising approach might be to generate a reservoir using implicit solvent

since decreased viscosity may facilitate the crossing of barriers that can dominate
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relaxation times for the system in explicit water [72]. Likewise, conformations arising
from a structure prediction protocol could be used, with explicit solvent added. The
reservoir would not represent a Boltzmann weighted population due to the change in
Hamiltonian and representation; thus one would need to employ a correction to the
exchange calculations using our non-Boltzmann reservoir REMD method [194]. In the
present report, we have demonstrated for two non-trivial peptides that use of a limited set
of high-temperature structures in explicit solvent is practical and provides accurate results

at low temperatures of interest, paving the way for such future developments.
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6. [Evaluating the Performance of the FF99SB Force Field
Based on NMR Scalar Coupling Data

Abstract

Force field validation is essential for the identification of weaknesses in current
models and development of more accurate models of biomolecules. NMR coupling and
relaxation methods have been used to effectively diagnose strengths and weaknesses of
many existing force fields. Studies using the ff99SB force field have shown excellent
agreement between experimental and calculated order parameters and residual dipolar
calculations. Nevertheless, recent studies have suggested that ff99SB demonstrates poor
agreement with J-coupling constants for short polyalanines. We performed extensive
replica exchange molecular dynamics simulations on Alas and Alas in TIP3P and TIP4P-
Ew solvent models. Our results suggest that the performance of ff99SB is among the best
of currently available models. In addition, scalar coupling constants derived from
simulations in the TIP4P-Ew model show a slight improvement over the ones using the
TIP3P model. Despite the overall excellent agreement, the data suggest areas for possible

improvement.
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6.1 Introduction

A significant challenge in the use of computation to study complex biomolecular
systems is force field accuracy. Force fields are made up of a molecular mechanics (MM)
energy function with empirical parameters, which are typically obtained from fitting to
experimental or high level quantum mechanical (QM) data. These approximations may
lead to inaccuracies in calculated kinetic and/or thermodynamic properties. {ff94 [120] is
one of the examples, with a strong bias favoring helical content. While not always
apparent in short simulations, ff94 leads to overstabilization of helical systems and the
adoption of stable helices for sequences that have non-helical experimentally determined
structures [37]. Even in cases where the force field matches well to the QM data that was
used in parameter development, errors can arise from inconsistencies in the model. For
example, many non-polarizable force fields employ partial charges that are intended to
reproduce the enhanced dipoles found in aqueous solution, yet the dihedral potentials are
fit to reproduce gas-phase QM energy profiles using these charges. These effects,
combined with the relatively small size of the systems used for parameter development
indicate that validation against experimental data is vital.

ff99SB was developed to improve the secondary structure balance of the previous
AMBER protein force fields and also to improve the description of glycine residues [45].
Although the parameters were fit using QM data, the development relied on the

validation of candidate parameters against experiment. Decoy sets of helical peptides,
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hairpins and miniproteins demonstrated the correct energy minima. Calculated NMR
order parameters for ubiquitin and lysozyme also showed better agreement with
experiment than previous force fields. Showalter et al. [47] demonstrated that ubiquitin
dynamics as measured by residual dipolar couplings obtained from ff99SB simulation are
“comparable to or better than the best static structural models and the NMR ensemble”.
Other work has shown similarly good agreement between ff99SB simulations and NMR
structural and relaxation data [46, 79, 195, 196]. Overall, these studies have suggested
that ffO9SB is in at least reasonable agreement with experiment for a variety of proteins.
One disadvantage of these studies on complex systems is that it can be difficult to
decompose inaccuracies into the specific force field terms that need improvement. Short
polyalanines have become useful simple model systems for studying conformational
variability of unfolded states where structural preferences are weak and therefore the
system is highly sensitive to small inaccuracies [142, 197-199]. A recent study by Graf et
al. [44] of Ala, (n = 3 to 7) showed that significant differences exist between the
experimental and calculated J-coupling constants from unweighted simulation data.
Building on this availability of extensive experimental data, Best et al. [43] performed a
follow up study on Alas using variations of the AMBER [39], CHARMM [40],
GROMOS [42] and OPLS [41] force fields using various sets of Karplus parameters to
calculate the scalar coupling constants. Force fields were evaluated using a x* value,
which calculated the sum of deviations of each calculated J-coupling constant compared
to the experimental values, normalized by a factor related to the assumed systematic error
in the coupling constant calculations. Among the parameter sets tested, ff99SB was

ranked among the worst for this data set. An erratum [200] corrected key aspects of the
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data, with the result that the ff99SB ranking significantly improved. We present here a
more detailed analysis of ff99SB performance using two water models and different
length peptides.

We performed replica exchange molecular dynamics simulations [62, 63] for 50
ns/replica of Ala; and Alas in two explicit water models. Precision was quantified using
fully independent simulations from different initial structures. Our studies address the
performance of the ff99SB force field, compare the effects of using different water
models, and suggest improvements to ff99SB that may improve agreement with

experiment.

6.2 Methods

6.2.1Simulation details

We simulated Ala; and Alas with a free N- and protonated C-terminus. These
sequences and termini correspond to conditions used in the experimental studies [44]. All
simulations were performed in Amber version 9 [39] and used the ff99SB [45] force field.
SHAKE [122] was used to constrain bonds to hydrogen. The time step was 2 fs.
Temperatures were maintained using weak Berendsen coupling [123]. Explicit water
simulations were performed in a truncated octahedron box with the TIP3P [49] and
TIP4P-Ew [50] water models. Simulations were run in the NVT ensemble and particle

mesh Ewald [125] was used to calculate long-range electrostatic interactions.

6.2.2 Ala,

For both water models, an extended structure of Ala; was solvated with

approximately 500 water molecules (498 for TIP4P and 525 for TIP3P). The structures
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were equilibrated at 300 K for 50 ps with harmonic restraints on solute atoms. The
restraints were reduced from 5 kcal/mol*A to 1 kcal/mol*A to 0.5 kcal/mol*A. After
minimization, three 5 ps MD simulations were performed with the same gradually
reduced restraints at constant pressure (1 atm) and temperature (300 K) to generate
starting structures.

To improve sampling, we used replica exchange molecular dynamics [62, 63] as
implemented in Amber 9. The target exchange acceptance ratio for all simulations was
approximately 20 % between temperatures ranging from 291 — 580 K (291, 300, 310,
320, 330, 340, 351, 362, 374, 386, 398, 411, 424, 438, 451, 466, 481, 496, 512, 528, 545
and 562 K). Exchanges between neighboring temperatures was attempted every 1 ps. In
order to evaluate convergence, an additional simulation was run using a structure which
started from an a-helical conformation in the 2™ residue. The simulations were run for 50

ns exchange attempts. The first 5 ns of each simulation was discarded.

6.2.3 Alas

For both water models, an extended structure of Alas was solvated with 891 water
molecules. The structures were equilibrated at 300 K for 50 ps with harmonic restraints
on solute atoms. The restraints were reduced from 5 kcal/mol*A to 1 kcal/mol*A to 0.5
kcal/mol*A. After minimization, three 5 ps MD simulations were performed with the
same gradually reduced restraints at constant pressure (1 atm) and temperature (300 K) to
generate starting structures. REMD simulations were run using a target acceptance ratio
of approximately 20 % between the temperatures 293 to 415 K (293, 300, 307, 314, 322,
329, 337, 345, 353, 361, 370, 378, 387, 396, 406 and 415 K).

Exchanges between neighboring temperatures were attempted every 1 ps. In order
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to evaluate convergence, we ran an additional simulation starting from an o-helical
conformation of Alas. Both simulations were run for 50 ns. The first 5 ns of each

simulation was discarded.

6.2.4 Analysis details

6.2.4.1 Karplus Parameter Details

Equation 6.1 was used for the calculation of the J coupling constants.

J(0) = Acos’(0 + A) + Beos(0 + A) + C

Equation 6-1. Karplus equation.

A, B, C and A are listed in Tables 6-1 through 6-3 except in the case of *J(Hy.C,) which
uses equation 6-2.

J(Hn.Co) (93,yi1) = -0.23 cos ¢;— 0.20 cos i+ 0.07 sin ¢; + 0.08 sin y;i; + 0.07 cos ¢;
cos yi+ 0.12 cos ¢;sin yi.; — 0.08 sin @; cos yi.;— 0.14 sin @; sin ;. + 0.54

Equation 6-2. Equation used to calculate the *J(Hy C,) scalar coupling constant.

These calculations were done comparably to the work by Graf et al. and Best et al. [43,

44].
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Table 6-1. Original (“Orig”) parameters used in the Karplus equation [44] from Graf et al.
[44].

A B C
Coupling Torsion (Hz) (Hz) (Hz) A(°)
SJ(Hy,Ho) 05 7.09  -142 155  -60
JHNC) o 429 -1.01 000 180
JHLC) o 372 218 128 120
C,C) o 136 -093 060 0
J(HnCp) o 3.06  -0.74 013 60
TIN,Co) i 1.70  -098 951 0
JIN,Co) Wi 066 -152 785 0

Table 6-2. “DFT1” parameters used in the Karplus equation [201]. Parameters for
unlisted J coupling constants used parameters in S1.

A B C
Coupling Torsion (Hz) (Hz) (Hz) A
J(HHy) 05 9.44  -1.53 -0.07 -60
JHNC) o 558 -1.06 -0.30 180
J(HoC) o 438 -1.87 056 120
CLC) o 239 -125 026 0
J(Hn,Cp) i 515  0.01 -032 60

Table 6-3. “DFT2” parameters used in the Karplus equation [201]. Parameters for
unlisted J coupling constants used parameters in S1.

A B C
Coupling Torsion (Hz) (Hz) (Hz) A(°)
SJ(Hy,Ho) 05 9.14 228 -029 -64.51
JHNC) o 534 -146 -029 172.49
IHC) ¢ 477 -1.85 049 11861
C,C) o 271 -091 021 -2.56
J(Hn,Cp) o 458 -036 -031 58.18

Phi and psi dihedrals for the central residue of the Ala peptides were calculated using the
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ptraj module in Amber 10 [39] .

6.2.5 Error analysis

The agreement between the experimental and calculated constants was evaluated

using the equation 6-3, following the procedure previously reported [43].

N

XZ — N—l Z(<.]j>wm - Jj,exp)2 /0-]2

Jj=1

Equation 6-3. Equation used for error analysis.

<Jj>sim is the average coupling constant j obtained from the simulation while Jj,exp s the

experimental coupling constant for J. The average was calculated using the scalar
coupling constants *J(Hy,H,), *J(Hx,C"), *J(H,,C"), *J(C,C") *J(Hx,Cp) . 'T(N,Co) , 2J(N,Cy),
and 3J(HN,C[1) where N is the total number of J values. The systematic error c; was
included to account for possible substituent effects neglected in the Karplus equation for
each coupling constant (Table 6-4). The estimates in Table 6-4 of this document were
used for this work. We note that these are identical to those used by Best et al. in
reference [43] but that they do not match the values provided in Table 6-4 of that

publication (G. Hummer, pers. comm.).

Table 6-4. Estimates of errors o; for each scalar coupling reported in Best et al. [43].
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Coupling o

J(Hnv,Hy)  0.91
J(Hy,C)  0.59
J(H,,C) 038

JC,cy  0.22
J(Hn,Cp)  0.39
T(N,C,)  0.59

2JIN,Cy)  0.50
J(HnCo)  0.10

6.2.6 Populations of secondary structure for the central residue of Alas

Populations of secondary structure were calculated using the basin definitions in
the previous work [43]. Secondary structure basin populations for central residues were
calculated based on phi/psi dihedral angle pairs. The definitions of the four principle
regions were as follows: right handed helix (ogr), (¢,y) ~ (-160 to -20, -120 to +50);
extended B-strand conformation, (-180 to -110, +50 to +240; or +160 to +180, +110 to
+180); and polyproline II, (-90 to -20, +50 to +240). Error bars were constructed from the
independent runs. Dictionary of secondary structural prediction (DSSP) [128] analysis

was performed by the ptraj module of Amber 10 [39].

6.3 Results

Scalar coupling constants were calculated for each polyalanine simulation with the
three Karplus parameter sets identical to the Best et al. study (Table 6-5). We also
employed the same x2 calculation as Best et al. to evaluate the deviation of the J-coupling
constants from the experimental values. For Alas, the x2 values varies from 1.57 to 2.17

depending on the solvent model and the parameter set. The Alas J-coupling constants
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were also quite sensitive to these different variables, but even with the larger peptide size,
the * values remained < 2.0. Importantly, the y* values for Alas were at least as low as

any of the other force fields evaluated by Best et al. [43].

Table 6-5. Scalar coupling x* values for Ala; and Alas using three different Karplus
equation parameter sets.

Peptide  Water DFT1 [201] DFT2 [201] Original [44]
Alas TIP3P 1.60 +/- 0.04 1.89 +/- 0.01 2.17 +/- 0.01
TIP4P-Ew 1.57 +/-0.01 1.75 +/- 0.04 2.05 +/- 0.04
Alas TIP3P 1.44 +/- 0.02 1.62 +/- 0.03 1.81 +/- 0.01
TIP4P-Ew 136 +/-0.01 1.36 +/-0.01 1.55 +/- 0.01

In addition to the protein force field, the water model may also be expected to have
a significant effect on the accuracy for these short, solvent exposed peptides. In order to
compare solvent effects, we generated simulations using the TIP3P [49] and TIP4P-Ew
[50] solvent models. Simulations using TIP4P-Ew have shown better agreement between
calculated and experimental NMR observables [195, 202] due to more realistic diffusion
and tumbling in this water model. However, TIP3P has been shown to be better than
TIP4P-Ew at reproducing solvation free energies of small molecules [124]. Our data for
both polyalanines indicate that the deviations from experiment are modestly smaller (3 to
16 % reduction in the %> value) when the TIP4P-Ew solvent model is used (Table 6-5).
This data, and those from the previous studies, suggest that the combination of using the
ff99SB force field with the TIP4P-Ew solvent model is one of the best combinations

currently available, at least for short peptides.
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To address the remaining issues with the force field, we compare the J-coupling
constants across the sequence for the Ala peptides. We selected *J(Hy,H,) and the
2J(N,C,) constant due their sensitivity to the ¢ and y angles of the backbone (Figure 6-1).
For the middle residues of Alas, the calculated *J(Hy,H,) values show deviations ranging
from 1.2 to 1.7 Hz from the experimental observables and (ranging from 6.8 to 7.4 Hz
depending on the parameter set compared to the experimental values between 5.6 to 6.0
Hz). These trends are observed in the other polyalanine simulations as well (Figure 6-2);
the coupling constants from the simulations are too large, indicating too much sampling
of B-like local backbone conformations as compared to PPy, although the latter remains
the dominant conformation. In contrast, the calculated *J(N,C,) constants are in excellent
agreement with the experimental values with the largest deviation in residue 2 which
shifts to values that suggest slightly too much a-helical conformation (which are
generally around 6.50 Hz on the Karplus curve). Therefore, the most apparent issue for
the local backbone conformations in these simulations is that the ensembles are shifted

slightly away from favored PPy; conformations.
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Figure 6-1. Average 3J(Hn,Ho) and 2J(N,C,) scalar constants for simulations of Alas in
TIP3P (A) and TIP4P-Ew (B) solvent models. These constants are calculated with the
original DFT1 (black), DFT2 (purple) and the original (orange) Karplus parameters
respectively. Experimental scalar values are plotted in each graph in blue. Error bars are
calculated from average difference between two simulations.
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Figure 6-2. Average “J(Hy,H,) and *J(N,C,) coupling constants of each residue for the
simulations of Ala; and Alas in TIP3P (A/C) and TIP4P-Ew (B) solvent models at 300 K.
Alas simulations in TIP4P-Ew are included in the main text. DFT1, DFT2 and Original
(Orig) correspond to the Karplus parameter set used in the calculation. The experimental
values are also included on each graph [44]. Error bars were calculated from the average
difference of the two independent simulations.

Our results show that scalar coupling calculations are sensitive to the implemented

Karplus parameter sets (Table 6-5 and Figure 6-1 and 6-2). Based on the calculated
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3 (Hn,H,) values, the DFT2 [201] parameters should have the worst Xz value; however the
Orig set [44] produces the worst results for Alas in the TIP4P-Ew model. In Figure 6-3,
the average J-coupling scalar constants are shown for the other scalar constants involved
in the y* analysis. The parameter sets show similar trends for most of the scalar constants
except for 3J(HN,CB) where the DFT2 set performs the best, compensating the errors in
the *J(Hy,H,) and resulting in lower overall %> Thus, the ¥* data should be interpreted
with caution and the influence of Karplus parameters on individual errors must be
considered. Furthermore, the Orig parameters implicitly include the effects of motional
averaging, and one would therefore expect worse agreement with experiment when scalar
couplings are back-calculated from the full ensembles using empirical parameters fit to
experimental data [178]. Since this is not apparent, it suggests that the effect of force
field inaccuracies on the simulated ensembles may exceed the effects of including
dynamic fluctuations both implicitly in the Karplus parameters and explicitly in the MD

ensembles.
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Figure 6-3. Average 'J(N,C,), *J(C,C), *J(Ha,C), *J(Hx,C), *J(Hx,Ca), and *J(Hx.Cp)
coupling constants of each residue for the simulations of Alas in TIP4P-Ew solvent
model at 300 K. DFT1, DFT2 and Original (Orig) correspond to the Karplus parameter
set used in the calculation. The experimental values are also included on each graph [44].
Error bars were calculated from the average difference of the two independent
simulations.

Helical structural bias has been a problem associated with previous Amber force
fields. We thus focused on Alas since its sequence is long enough to permit an a-helical
hydrogen bond. We calculated the percentage of a-helical conformations sampled by the
central residue of Alas with the definition used by Best et al. [43] (Table 6-6). In the
TIP3P and TIP4P-Ew solvent models, the o-basin populations are 20 % and 15 %
respectively, a significant improvement over the ff94 and ff99 force fields (90-95 % of
the ensembles sample an a-helical population depending on simulation conditions) [43].
Nevertheless, one must use caution in interpreting these results in terms of helix

formation. These calculations measure only the ¢/ Ramachandran basin at the residue

level; the structures may not sample an actual a-helical hydrogen bond. To test this, we
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repeated our calculations employing the dictionary for secondary structure prediction
(DSSP) [128] definition for helicity which resulted in populations of 0.4 % and 0.0 % of
310 and a-helix in both solvent models. Hence, the ff99SB ensemble does not suffer from
the ailments of the previous force fields since it samples local a-helical conformations

only in the random coil state, and no measurable amount of helical conformations.

Table 6-6. Populations of o,  and PPII basins on the Ramachandran map for the central
residue of Alas. Error bars were calculated from the average difference of each basin
population for two independent simulations.

Peptide Water a B PPy
Model
Alas TIP3P 19.6+/-14 342 +/-0.4 41.0+/-0.8

TIP4P-Ew 15.1 +/-4.6 36.6 +/- 2.7 45.1 +/- 2.0

6.4 Conclusions

In conclusion, comparisons of the Ala; and Alas ensembles in both water models
exhibit an excellent agreement between experimental and calculated scalar couplings. We
also find that these calculations are somewhat, though not strongly, solvent model
dependent, indicating that the TIP4P-Ew water model is the better choice for
comparisons with NMR scalar coupling data. The deviations of the calculated and the
experimental *J(Hy,H,) scalar constants with all of the parameter sets suggest that
deviations are the largest in the @-torsional potential which could have effects on larger
systems. Nevertheless, ff99SB does not face the helical bias issues of the previous force
fields. Future work will move towards using this experimental data as a reference for the

further improvement of our force field parameters.
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7. The Effect of Different Explicit Water Models on Peptide
and Protein Conformational Preferences and Energetics

Abstract

Because of its importance in many biological processes, accurate modeling of water
is one of the primary challenges in biomolecular simulations. Despite the availability of
potentially more accurate water models, fixed charged models remain a popular choice
due to their relatively low computational expense. Among other factors, water model
performance is dependent on its compatibility with the force field, temperature, and long
range electrostatic method used in a simulation. Two of the most popular fixed charged
models are the TIP3P and TIP4P water models. Recent parameterization of TIP4P for use
with the Ewald method, TIP4P-Ew, has resulted in an improved agreement with
experiment for properties of bulk water. Simulations using TIP4P-Ew have shown better
agreement between calculated and experimental NMR observables while TIP3P has been
shown to be better than TIP4P-Ew at reproducing solvation free energies of small
molecules. Questions still remain about which model is the better choice for simulations
of peptides and proteins. In this work, we investigate the effect of using the TIP3P and
TIP4P-Ew water models on the conformational preferences and energetics using model
systems of various sizes, including Alas and Alas, a short peptide with an ion pair, and
the protein lysozyme. We studied local backbone dihedrals, conformational transition

rates, radial distribution functions, ion-pairing, temperature dependence of structural
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properties, and water density near the solute surface. We found that all except ion pairing

and transition rates are relatively insensitive to the choice of water model.
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7.1 Introduction

Accurate modeling of water is essential since it is involved with most biological
interactions. A few noteworthy examples include desolvation to form receptor-ligand
interactions, expulsion of water from the hydrophobic core during protein folding and
water mediated reactions in the catalytic sites of enzymes. The stability of these
biomolecules is strongly influenced by the solvent-solute interface. Continuum models
such as Poisson Boltzmann (PB) and Generalized Born (GB) [51] have been used to
reduce the computational expense of explicit water. For accurate modeling, PB is often
the better choice for implicit solvation, however its implementation in molecular
dynamics is computationally demanding [52]. Furthermore, many GB implementations

are known to cause such artifacts such as the overstabilization of salt bridges [33, 53-57]
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and a-helices [58, 59]. There appears to be a need for the inclusion of the first explicit
solvation shell to capture effects for these biological molecules [57-61].

Various different water models exist for use in simulations and have been
extensively reviewed [203-205]. There are a variety of water models which include
quantum effects [206], explicit polarization [207-215], flexibility [216-218] as well as
rigid fixed charged water models such as the TIPnP [49, 219] and SPC [220, 221]
models. Proper water model selection is dependent upon how accurately one wishes to
model the bulk solvent in a simulation and its computational expense. Work by Gerber’s
group has emphasized how electronic structure/ab initio methods are necessary to capture
anharmonic effects seen in vibrational spectra between glycine and water [222-224]. If
one is interested more in the solute behavior, this level of theory may not be necessary to
observe accurate dynamics. As a result, rigid molecular mechanical water models remain
widely used due to their low computational expense. The focus of this work will be on
examining the effects of these rigid models.

Rigid water model performance is dependent on the force field, temperature, and
treatment of long range electrostatics in a particular simulation. Typically, TIP3P is used
with CHARMM [40] and AMBER [225], while SPC [220] and SPC/E [221] are often
used with GROMOS [226]. Since OPLS [41] was developed from TIP3P/TIP4P
parameters, it is often used with all three TIP models. The utilization of a force field with
an incompatible water model may cause problems with transferability for parameters
such as partial charges, and may lead to an imbalance between the solute-solvent and
solvent-solvent interactions. Despite this reasoning, recent work by Nutt et al. [227] has

shown that use of all TIPnP models with CHARMM resulted in similar results for all of
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the water models. While this thorough study examined solute-solvent properties,
solvation free energies and protein dynamics, the work did not address the effects on the
solute interactions and conformational preferences. In addition to the force field
transferability issues, there are questions about how these water models will behave over
a range of temperatures. Most fixed-charge water models have been developed for use at
room temperature with a few recent exceptions [50, 219]. Therefore, accuracy may
diminish significantly at temperatures other than 300 K.

Furthermore, parameters of many of these early water models were fit using a
truncated cutoff method for long range electrostatics. Due to the inaccuracies of this
treatment [228, 229] and the availability of increasing computational resources, more
sophisticated methods such as Ewald summation and reaction field techniques are now
preferred for treating long range interactions. Nevertheless, parameters for these water
models were fit with a truncation of long-range nonbonded interactions, which has
resulted in changes to their thermodynamic and kinetic properties when these interactions
are included [50, 230]. Recent efforts have been made to reparameterize these models for
more modern methods like PME [50, 231, 232].

The scope of this work will focus on two very popular fixed charged water
molecules: TIP3P and TIP4P, which differ in their topology, thermodynamic, and kinetic
properties. TIP3P is a three site model with one oxygen (negatively charged) and two
hydrogen (positively charged) atoms, while TIP4P is a four site model with one oxygen
(no charge), a dummy atom (negatively charged) and two hydrogen atoms (positively
charged). The dummy atom is shifted along the bisector of the HOH angle in the

direction of the hydrogens (Figure 7-1). This additional atom increases the computational
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expense of TIP4P compared to TIP3P. Nevertheless, TIP4P is more consistent with
experimental properties (ie. dipole, heat of vaporization, diffusion coefficient, long range
structure in the radial distribution functions, temperature of maximum density, and self-
diffusion coefficient) [49, 233] than is TIP3P except for the dielectric constant (dielectric
is reported as 82 and 56 in TIP3P and TIP4P respectively). Subsequent
reparameterization has been performed on the TIP4P model for PME electrostatics by
minimizing the experimental error for the enthalpy of vaporization and density from 235
— 400 K [50]. This work resulted in improved structural properties such as dipole,
diffusion coefficient and improved radial distributions compared to the previous TIP4P
model for a range of temperatures and a slight improvement for the dielectric constant
(63.9). Despite the higher computational expense, these encouraging results suggest that

TIP4P-Ew is an attractive alternative to the TIP3P model.

O O

Figure 7-1. Two dimensional representations of the topologies of the TIP3P (A) and
TIP4P-Ew (B) water models. The red circles represent the oxygen atoms, the white
circles represent the hydrogens; and the green circle represents the dummy atom.

Several previous studies have also compared effects of using the TIP3P and TIP4P-
Ew solvent models in biomolecular simulations [61, 124, 195, 202]. Notably, TIP4P-Ew

has shown improvements over TIP3P for simulation studies involving comparisons to
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NMR structural and relaxation data due to more realistic diffusion and tumbling in this
water model [195, 202]. Wong et al. [202] suggests that poor diffusion properties in
TIP3P will have an impact on the hydrogen bond dynamics of the solvent-solute
interface. In contrast, solvation free energy calculations on small molecules have shown
that TIP3P is in better agreement with the experimental values than the TIP4P-Ew water
model [124, 234]. Shirts et al. [124] presented the argument that TIP4P-Ew was
optimized for reproducing properties of water rather than solute-solvent properties.
Questions still remain about how each water model affects specific structural
preference and stability in small peptides and proteins. In this study, we examine the
effect of using TIP3P and TIP4P-Ew water model on conformational preferences of
biomolecules. First, we focused on the possible differences in the backbone structure and
local secondary structural conformations caused by the different explicit water models.
Recent work fitting secondary structure populations to J-coupling constants has suggested
that the short polyalanine peptides, Alas and Alas mainly sample PPy structure with small
amounts of local B conformations in solution [44] while a study using two-dimensional
IR spectroscopy [235] with MD simulations and DFT calculations [236] has suggested
that Alas is primarily made up PPy structure with minor populations of ar helix. In
contrast, Raman, FTIR and CD spectroscopy has suggested that there is less preference
for PPy structure and more B-strand type structure in this trialanine system (50 % each
for the PPy and B populations) [237, 238]. We performed replica exchange molecular
dynamics (REMD) [62, 63] simulations on two small polyalanine polymers, Ala; and
Alas. We examined ¢/y distributions and secondary structural populations of the central

residue, populations of cluster families, water density around the largest populated
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cluster, radial distribution functions and the temperature dependent properties of the
backbone dihedrals for both Ala peptides. For both systems, the conformational
populations at various temperatures and water structure were similar using both water
models. We also ran 100 ns of molecular dynamics simulations of Alas in order to
evaluate transition rates in the TIP3P and TIP4P-Ew water models. In TIP4P-Ew, the
transition rate between local secondary structural basins for the central residue of Alas
was lower than TIP3P, however this had a small effect overall on the structural
populations.

Our second focus was to examine the possible effect of the water model on
interactions between oppositely charged sidechains. We ran REMD simulations on a
small model peptide containing a potential salt bridge between an Arg and Glu.
Previously, this system was used to study ion pairing in an explicit vs implicit water
study [57]. Here, we compare the potential mean of force for salt bridge formation, salt
bridge geometries and cluster populations for both TIP3P and TIP4P-Ew solvent models.
From this analysis, it is evident that the ion pairing is ~0.6 kcal/mol less stable in TIP4P-
Ew than in TIP3P.

Last, we ran molecular dynamics simulations of hen egg white lysozyme in order to
see if the effects seen in the model peptides were translated to this larger system. In both
water models, lysozyme demonstrated similar structural trends in the backbone (except
for the more the more flexible loop regions) while the salt bridge again appeared to differ
in its stability. We also calculated the water density for the simulations in both water
models and compared high density regions to the crystal water locations. Previous

simulation studies have used this approach in order to determine importance of structural
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waters around protein surfaces [239-242]. In the lysozyme simulations, the regions of
high water density in both models correspond well to structured waters in the X-ray
structure.

In conclusion, the TIP3P and TIP4P-Ew models are quite comparable for structural
properties of non-charged residues and water however transition rates and salt bridging

interactions appear to be sensitive to the different water models.

7.2 Methods

We simulated Ala; and Alas with a free N-terminus and a protonated C-terminus.
These sequences and termini correspond to the low pH experimental studies [44].
Counter ions were not used. All simulations were performed in Amber version 9 [39] and
used the ff99SB [45] force field. SHAKE [122] was used to constrain bonds to hydrogen.
The time step was 2 fs. Temperatures were maintained using Berendsen thermostat [123]
using a coupling constant of 0.1 ps. Explicit water simulations were performed in a
truncated octahedron box with the TIP3P and TIP4P-Ew water models. Polyalanine
REMD simulations were run in the NVT ensemble and particle mesh Ewald (PME) [125]
was used to calculate long-range electrostatic interactions. A cutoff of 8.0 A was used for
real space electrostatics and Leonard-Jones calculations with a tolerance of 0.100e-4. All
standard MD simulations used the pmemd [243] module of Amber, while REMD

simulations used sander.

7.2.1 Ala;

For both water models, an extended structure of Ala; was solvated with

approximately 500 water molecules (498 for TIP4P and 525 for TIP3P). The structures
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were equilibrated at 300 K for 50 ps with harmonic restraints on solute atoms. The
restraints were reduced from 5 kcal/mol*A to 1 kcal/mol*A to 0.5 kcal/mol*A. After
minimization, three 5 ps MD simulations were performed with the same gradually
reduced restraints at constant pressure (1 atm) and temperature (300 K) to generate
starting structures. Molecular dynamics simulations were run for 100 ns for each water
model.

To improve sampling, we have performed REMD [62, 63] as implemented in
Amber 9 in a similar fashion to previous studies [58]. The target exchange acceptance
ratio for all simulations was approximately 20 %, with temperatures ranging from 260 —
580 K (291, 300, 310, 320, 330, 340, 351, 362, 374, 386, 398, 411, 424, 438, 451, 466,
481, 496, 512, 528, 545 and 562 K). Exchanges between neighboring temperatures was
attempted every 1 ps. In order to evaluate convergence, an additional simulation was run
with all the replicas initiated in an o-helical conformation in the 2" residue. The

simulations were run for 50 ns and the first 5 ns were discarded.

7.2.2 Alas

For both water models, an extended structure of Alas was solvated in a truncated
octahedron box using 891 water molecules. The restraints were reduced from 5
kcal/mol*A to 1 kcal/mol*A to 0.5 kcal/mol*A. After minimization, three 5 ps MD
simulations were performed with the same gradually reduced restraints at constant
pressure (1 atm) and temperature (300 K) to generate starting structures. REMD
simulations were run using a target acceptance ratio of approximately 20 % with the
temperatures of 293 to 415 K (293, 300, 307, 314, 322, 329, 337, 345, 353, 361, 370,

378, 387, 396, 406 and 415 K). Exchanges between neighboring temperatures were
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attempted every 1 ps. In order to evaluate convergence, we ran an additional simulation
with all the replicas initiated starting in an a-helical conformation for all the residues of

Alas. Both simulations were run for 50 ns and the first 5 ns were discarded.

7.2.3 Arg-Ala-Ala-Glu Model Peptide

The setup and details for these simulations were the same as the previous work on
this system in TIP3P water [57]. The peptide was solvated with 2286 TIP4P-Ew waters.
REMD simulations were restrained to the representative conformation obtained from the
highest populated TIP3P cluster using weak positional restraints on the backbone atoms
(1.0 kcal/mol*A). These simulations were run for 30 ns and the first 5 ns were discarded

as equilibration.

7.24 Lysozyme

We simulated conformation A of hen egg lysozyme (PDB code 11EE[244]) with a
free N- and C-terminus. The crystal waters were removed and the structure was solvated
with approximately 4998 waters in a truncated octahedron box. The system was first
minimized for 1000 steps using positional restraints of 5 kcal/(mol A) on the heavy atoms
under constant volume. This system was equilibrated at 300 K for 15 ps with the same
restraints, followed by two 15 ps MD simulations with gradually reduced restraints at 300
K under constant pressure of 1 atm. The MD simulation used a time step of 1 fs. The
temperature was maintained with a Berendsen thermostat [123] with a coupling constant
of 1 ps. Simulations were run with both TIP3P and TIP4P-Ew water models for 50 ns.
Two simulations were run for each water model starting from two initial random number

seeds.
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7.2.5 Analysis

7.2.5.1 Ala peptides
Phi (¢) and psi (y) dihedrals for the central residue of the Ala peptides were
calculated using the ptraj module in Amber 9. Free energy surfaces for the backbone

dihedrals of the central residue were calculated at 300 K according to equation 7-1.

AG; = -RT In(Ni/No)

Equation 7-1. Relative free energy calculated with multidimensional histogram analysis.
AG; is the relative free energy bin I, N; is the population of a particular histogram bin
along the reaction, and Ny is the most populated bin. R and T are the gas constant and
temperature.

Secondary structure basin populations for central residues were calculated based on
¢/y dihedral angle pairs. The definitions of the four principle regions were as follows:
right handed helix (ar), (9,v) ~ (-160 to -50, -60 to +30); left handed helix (o), (+20 to +
70, -30 to +70); extended B-strand conformation (B), (-180 to -110, +110 to 180); and
polyproline II (PPy), (-110 to -40, +110 to +180).

Cluster analysis was performed with MOIL-View[127], using backbone RMSD as
a similarity criterion with average linkage. The structures were clustered using the entire
backbone for Alas and residues 2 to 4 for Alas. Clusters were formed with a bottom-up
approach using a similarity cutoff of 0.5 A for Ala; and Alas respectively. Cluster
analysis was performed on trajectories combined from TIP3P and TIP4P-Ew REMD
simulations, and the normalized population for each cluster was calculated for each of the
original simulations. This ensures consistent cluster definitions in all runs. The

populations of each conformation family were calculated for the TIP3P and TIP4P-Ew

ensemble [162].
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Water density calculations were performed using the ptraj module in Amber 9. The
bin spacing was 0.5 A. Density grids were normalized by dividing the values by a grid
normalization constant (4.103e-3 (avg # of waters in bulk water/bin)) and the number of
frames in the trajectory. The normalized water grids map the number of waters relative to
bulk water. Radial distribution functions were calculated with the ptraj module using a
bin size of 0.2 A.
7.2.5.2. Peptide with Ion Pair

Salt bridge PMFs were calculated using histogram analysis along a reaction
coordinate defined using the distance between CC of Arg2 and Co of Glu5 for the model
peptide. To investigate salt bridge orientations, cluster analysis was performed on atoms
of the Arg and Glu sidechains for the TIP3P and TIP4P-Ew ensembles with a similarity
cutoff of 1.2 A. Populations were compared using the same procedure as the Ala
peptides.

To probe the sensitivity of the specific H-bond donor to the guanidinium group,
distances between CC of Arg2 and each of the two Og of Glu were calculated. A
correlation plot with those distances was constructed using the same procedure as the ¢/y
free energy surface. Both analysis methods were used in the previous work comparing the
salt bridge strength between explicit solvent, hybrid and GB models [57]. Cluster
analysis was performed on the structures occupying the most populated basins on the free

energy surface using a similarity cutoff of 1.2 A.
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7.2.5.2 Lysozyme

Root mean square deviations (RMSD), distances for salt bridge donor and
acceptors and water density were calculated with the ptraj module. Order parameters
were calculated using the isotropic reorientation eigenmode dynamics approach [245] in
the ptraj module and a script used in previous work by Koller et al. [46]. Crystal water
occupancy was calculated by assigning Cartesian coordinates to the water density in the
trajectory. Structured waters in the X-ray structure were subsequently mapped onto a grid
and compared to the high regions of density from the simulation. In order to compare the
regions of high density from the simulation to X-ray structure waters, we summed the
density at all grid points within 0.5 A away from each crystal water location and
associated this value with the crystal water. The occupancy values were averaged over
the trajectory for each water model. Thereby, we quantified which crystal waters position
was highly populated during the simulation. Note that this method does not take into
account the highly populated regions that are not near any crystal water. This is

determent through visual inspection of the densities.

7.3 Results and Discussion

7.3.1 Characterizing populations of backbone conformations

7.3.1.1 Ala;

We first examined the local conformational preferences for the smaller polyalanine,
Ala;. Histogram analysis was employed to calculate Ramachandran free energy profiles
of the central residue of Ala; at 300 K (Figure 7-2). In both explicit water models, Ala;

samples the PP;; conformation as its global minimum while sampling 3, ar and oy, helical
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conformations as local minima. The shape of the landscapes are also quite similar for
both water models and consistent with previous results testing the FF99SB on Alas with
an amidated N-terminus and N-methylated C-terminus [45]. One minor difference is the
barriers between PPy and or secondary structural basins which are slightly higher in the
TIP4P-Ew model relative to the TIP3P model. The free energy barriers are 0.4 kcal/mol
higher between ¢ < -90 and -60 < y < 0 (Figure 7-2B) which would suggest that or

helical conformations sampled in the TIP4Pew simulations have longer lifetimes.

60 120 180

o -

Figure 7-2. Free energy profiles for the central residue of Alas from REMD in TIP3P (A)
and TIP4P-Ew (B) solvent models. Free energies were calculated from populations as
described in Methods. Contour levels are spaced 0.5 kcal/mol apart.

In order to quantitatively interpret the free energy Ramachandan plots, we analyzed
the Ala; REMD simulation data obtained with each explicit water model in terms of
fractional population of local conformational basins corresponding to the four secondary
structure elements (PP, B, ar,ar) (Table 7-1). Error bars were obtained from averaging

the two runs started from two initial conformations. There is an overall preference for
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PPy structure in the central residues of the Ala;. Hornak et al. [45] and Okur et al. [58]
have used neutral Ala; which have resulted in a smaller population of PPy structure
(approximately 40 % vs 53 % for the neutral and charged Ala; respectively in TIP3P)
showing a weak effect of the charge on the overall ensemble of this short peptide. Using
TIP4P-Ew explicit model, Ala; shows a slightly greater preference toward PPy
conformations compared to the simulations using TIP3P water (57 % £ 0.1 and 53 % +
0.1 respectively). The relative fractions of B conformations are similar for both water
models while populations of or and op are higher for the TIP3P water model
(approximately 1.5 and 3 times more than TIP4P-Ew). These populations are quite
different from previously reported values [44] and may be due to the definition of the
basin or the preferences of the force field or both. Nevertheless, the populations in the

secondary structural basin are similar for both water models.

Table 7-1. Populations of Basins on the Alanine Tetrapeptide ¢/ Energy Landscapes
Corresponding to Alternate Secondary Structures at 300 K

Solvent OR B PPy aL
TIP3P 9.9+0.0 283 +0.3 52.5+0.0 24+0.5
TIP4P-Ew 6.2 +0.6 29.0£0.5 57.1£0.1 0.8+0.1

Following our previously published work [58, 79, 82], we evaluated the
populations of each cluster to determine whether independent simulations give similar
ensembles. All structures from both methods were combined and used to define a
common set of families, then the population of each family was computed for each

trajectory and compared. This is important because we want to be confident that the
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populations of each conformational basin are independent of initial coordinates. By using
this method, we can also evaluate the similarity between the ensembles sampled by two
different solvent models similar to our previous work [58]. The REMD ensembles
sampled from duplicate runs with same solvent models demonstrated excellent agreement
for the TIP3P and TIP4P-Ew solvent model respectively with a correlation coefficient of
0.991 and 0.990 at 300 K (data not shown). Figure 7-3A shows the comparison of the
Alaz ensembles in TIP3P and TIP4P-Ew water. It is evident that the ensembles are quite
similar with correlation and regression coefficients of 0.995 and 1.125 respectively. For
Alas, there appears to be very little difference in the ensemble of backbone conformations
sampled in the two solvent models. The most populated conformation sampled by both
explicit water simulations was a fully PP;; conformation (Figure 7-4A) at 300 K which is
the same as our previous work on Ala;o [58]. This conformation made up approximately

19 % of the TIP3P ensemble and 22 % of the TIP4P-Ew ensemble.
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Figure 7-3. Comparison of populations for Alas structure families sampled using TIP3P
and TIP4P-Ew explicit solvent models. The ensembles are compared at 300 K (A) (r =
0.995), 340K (r=0.991) (B) and 398 K (r = 0.992) (C) respectively. Clusters are defined
using the combined data set. Populations are similar for the two solvent models at each
temperature.
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Figure 7-4. Representative structure and solvent density for the most populated cluster for
Alas in TIP3P and TIP4P-Ew solvent models (A). The PPy conformation is the most
populated in both solvent models. Solvent density is shown for the TIP3P (B) and TIP4P-
Ew (C) models. The density for each model is quite similar

Next, we investigated how much the water structure around the most populated
conformation differed in each solvent model. Normalized water density grids were
calculated for the most populated cluster for each water model and overlapped on the
representative structure for that cluster. The oxygen density of the water surrounding the
PPy conformation is shown for TIP3P and TIP4P-Ew solvent models (Figure 7-4B and
C). The positions of the density are quite similar in both solvent models, where the amide
groups tend to point towards highly populated regions of water molecules. The radial
distribution functions between the oxygen of the carbonyl of the central residue and the
oxygen of the water are almost identical (Figure 7-5A) while radial distributions for the
solvent-solvent interactions are quite different for both solvent models (consistent with
previous results [49, 50]) (Figure 7-5B). It is clear that TIP3P and TIP4P-Ew solvent
models have little effect on the structuring of water around the most populated PPy

conformation.
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Figure 7-5. Radial distribution functions for (a) gow--oc(r) and (a) gow--—-ow(r) where OC
is the oxygen(O) on the carbonyl(C) on the central residue and OW is the oxygen(O) of
the water (W) in TIP3P (black) and TIP4P-Ew (red) models at 300 K. The gow--—oc(1) is

similar for both water models while the gow-.ow(r) distributions differ in each solvent
model.

Figure 7-6 shows the temperature dependence of PPy, B, arp,and ogr secondary
structural basins of the central residue of Alas. As temperature increases, the populations

of PPy, and B conformations decrease while the ar and oy, helical conformation increase
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in each of the solvent models. Throughout the range of temperatures, the population of
the PPy, and [ conformations are higher in the TIP4P-Ew solvent model than in the
TIP3P model. In Figure 7-3B and 3C, the ensembles of Ala; in TIP3P and TIP4P-Ew
sample similar populations for the cluster families of the backbone at 340 K and 398 K
respectively (correlation coefficient of 0.991 and 0.992 for the 340 K and 398 K
ensemble comparisons of TIP3P vs TIP4P-Ew). Although there is a slight shift in the
secondary structural populations, the temperature dependent trends for the backbone of

Alaj are quite similar in both water models.
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Figure 7-6. Temperature dependence of the secondary structural populations of the
central residue of Alas. The different secondary structural basins shown are PPy (a), B (b),
or (c),and ar(d). TIP3P is in black and TIP4P-Ew is in red. The temperature dependent
behavior is similar for both water models.

7.3.1.2 Comparison of Conformational Transition Rates using TIP3P and
TIP4P-Ew solvent models

Anomalously high water self-diffusion rates may allow for more transitions in the

TIP3P water model and hence result in the sampling of alternative conformations. In
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order to look at transition rates of the backbone dihedral angles, we ran standard
molecular dynamics (MD) simulations of Ala; in TIP3P and TIP4P-Ew water models.
Figure 7-7 shows the time evolution of both the ¢ and y dihedral angles of the central
residue of Ala; for the two different explicit water models. While the ¢ dihedral angles
remain stable in the negative region during these MD simuations, the y angles sample a
range of different configurations. The simulations using the TIP3P water model appear to
be making more frequent structural transitions throughout the 100 ns than the TIP4P-Ew

water model.

164



>

o (TIP3P)

Wy (TIP3P)

10 20 30 40 S0 50 20 8090 100

(TIP4P-Ew) ¢ (TIP4P-Ew)

10 20 30 40 50 60 70 80 90 100
Time (ns)

0.02 T T L TIP3P

— TIP4P-Ew

0.015

0.01

0.005

Relative population

0.03

0.025
0.02
0.015
0.01

0.005

Relative population

P_ﬁ“lll[lllll g

(
-180

Figure 7-7. Time evolution (A) and relative histogram (B) distributions of the ¢ and
angles of the central residue of Alas using the TIP3P (black) and TIP4P-Ew (red) water
models. The y angle of residue 2 appears to be making more structural transitions
however this appears to have small effect on the relative population.

We further analyzed these Ala; MD simulations by calculating the number of

transitions between the different secondary structural elements. In Table 7-2, the possible
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basin transitions are listed with their corresponding frequencies during the 100 ns
simulation. In both explicit water model simulations, the most frequent transitions were
made between the PPy and the B conformations. The only other secondary structural
transitions were between og and PPy and B and ag and both occurred at a rate of 0.3 ns™
or smaller during both simulations. Transitions between any other secondary structural
basins were not made due to infrequent sampling and higher free energy barriers (Figure
7-2). In TIP3P, Ala; makes 1.3 times as many transitions between the PPy and B basins
and 4 times as many transitions between the f and or basins as compared to the
simulations in the TIP4P-Ew water model. More backbone transitions occur in the TIP3P
model because the viscosity is less than in the TIP4P-Ew model [50] which is most likely
due to the higher self-diffusion constant [233]. This appears to have a very minor effect

on the @/y populations which are comparable in both models (Figure 7-7B).
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Table 7-2. Amount of Secondary Structural Transitions in Ala; MD simulations in TIP3P
and TIP4P-Ew explicit water models

Initial  Final Transition rate Transition rate
Basin Basin in TIP3P (ns™) in TIP4P-Ew (ns™)
PPy B 359 28.0

PPy OR 0.26 0.17

PPy oL 0.00 0.00

B PPy 359 28.1

B OR 0.23 0.06

B oL 0.00 0.00

OR PPy 0.22 0.12

OR B 0.27 0.11

OR oL 0.00 0.00

oL PPy 0.00 0.01

oL B 0.00 0.00

oL OR 0.00 0.00

7.3.1.3 Alas

We extended our analysis to the longer Ala peptide, Alas. Similar to Alas, the PPy
basin is the free energy minimum for both solvent models and is sampled only slightly
more frequently in TIP4P-Ew (52 £+ 2.0 % vs 48 = 1.0 %) (Figure 7-8 and Table 7-3).
Figure 7-8 shows that the free energy barriers between the ar and PPj; conformation have
decreased compared to the barriers seen in the free energy profiles of the central residue
of Ala; (approximately 0.35 to 0.49 kcal/mol in TIP3P and TIP4P-Ew respectively)
(Figure 7-2). This barrier has caused a population shift from the PPy and B local
conformation to an increased number of ar conformations for the central residue (18 =1
vs 14 + 4, Table 7-3). These results contradict J-coupling studies that suggest that there

are no significant changes in structure caused by increasing length Ala peptide chain,
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though the differences may be within the data uncertainties [44]. We also looked at the
secondary structural propensities for the neighboring residues of the central residues.
Across the sequence, the population of PP and [ decreases as the ar population
increased. The solvent conformational preferences remained the same as the central

residue for those basins (Figure 7-9).
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Figure 7-8. Free energy profiles for the central residue of Alas in TIP3P (a) and TIP4P-
Ew (b) solvent models. Free energies were calculated from populations as described in
Methods. Contour levels are spaced 0.5 kcal/mol apart.

Table 7-3. Populations of Basins on the Alas Energy Landscapes Corresponding to
Alternate Secondary Structures at 300 K

Solvent OR B PPy o
TIP3P 18.0+/-14 22.84+/-0.3 477+/-1.0 44+/-02
TIP4P-Ew 13.7/-4.3 24.6 +/-2.2 51.9+/-20 2.6+/-0.1
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Figure 7-9. Secondary structural populations of the central residues in Alas. The different
secondary structural basins shown are PPy, B, ar and ap. TIP3P is in black and TIP4P-
Ew is in red.

Similar to our analysis on Alas, we compared the populations of cluster families of
Alas in the different water models. Once again, there exists an excellent correlation
between the structural populations sampled by the TIP3P and TIP4P-Ew models with
correlation and regression coefficients of 0.988 and 1.193 respectively (Figure 7-10).
Figure 7-11A shows the representative structure for the most populated cluster in both the
TIP3P and TIP4P-Ew water models. The top cluster makes up 13 % of the TIP3P
ensemble and 17 % of the TIP4P-Ew ensemble. This cluster is made up of primarily local
PPy conformations in residue 3 and 4 (residue 3 also samples some B conformations) in
simulations using both water models (F