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Proteins are known to be dynamic molecules that undergo conformational
fluctuations. A fundamental issue that remains to be clarified is whether there is a linkage
between the dynamic nature of proteins and their catalytic function. The structural
changes observed between ligand-bound and ligand-free forms of a given enzyme have
classically been described as following an induced fit model. Rapidly accumulating
experimental and computational data, however, has led to the emergence of novel
theories, such as intrinsic ability of proteins to undergo conformational changes along
directions that enable their function. Of particular interest are those conformations
accessible near global free energy minima which are in equilibrium and separated by low
energy barrier, also called substates. Because proteins only function in their native state,
interconversions between these substates are important. As a result, a complete

understanding of the mechanisms governing the interconversions between these substates



not only sheds light on how the enzyme works, but also has profound and practical
implications for revealing new approaches to drug design.

Experiments permit us to visualize the structural flexibility and heterogeneity of
proteins and assess their relevance to catalysis. On the theoretical side, molecular
dynamics (MD) simulations at the atomic level have reached at a state where they can
provide realistic models of biomolecular processes such as long timescale conformational
transitions associated with protein functions. In addition, MD simulations can be used to
interpret experimental data and determine relevant information concerning structural,
dynamic and thermodynamic properties of targeted proteins. In turn, simulations rely on
experimental observables for validation of a particular model or method.

In this work, both tools have been employed collaboratively to explore the structural
and dynamic features of HIV-1 protease, a primary target for anti-retroviral agents. In a
number of recent studies, X-ray crystallography, solution NMR, electron paramagnetic
resonance (EPR) spectroscopy and theoretical data have provided evidence for the
existence of a pre-existing equilibrium between different conformations of the enzyme in
the absence of ligand, and have suggested that the protein dynamics are crucial for its
catalytic function. Therefore, a complete understanding of conformational transitions of
the enzyme may open new avenues in the design of more effective treatment regimes.
Here, we present a hypothesis describing how the twisting of the backbone of the flap
tips transforms th@-hairpin structure of each flap from the ‘closed’ conformation to the
‘semi-open’. In addition, we suggest that it is the various binding interactions within the
protease dimer interface that govern the gating properties of the flaps; the opening of the

flaps most likely results from the concerted partial dissociation of the dimer interface



facilitated by water dynamics. Significantly, a novel target for allosteric inhibition of the
viral protease has also been predicted from our working model. This has a great potential
in rational design of more effective treatment regimes.

Moreover, to explore how resistance caused by protease mutations arises, we
collaborated with EPR experimentalists graiformed a series of MD simulatioos the
spin-labeled wild-type and multi-drug resistant proteases. A combined analysis of the
MD simulations and the EPR spectra suggests that the semi-open form is most likely the
dominant configuration for the ligand-free wild-type HIV-PR; mutations conferring drug
resistance may alter either the conformation of the flaps or the mobility of the flaps, or

both.



Table of Contents

LISE O FIQUIES ... e e e e e e e e e et e et et e e et a e e e e e e e e e e eeeeees Xi
IS A0 N IF= o] =SSP URPPPPTPR xxiii
ACKNOWIEAGEMENTS ...t e e e e e e e e e e e XXV
(@4 gF=T o] (=7 i TSR 1
oo [¥ o3 1o o IR TRTPT 1
1.1 Simulation MethOdOIOQY ........uuuiiiiiiiiee e 1
1.11 FOICE FIRIAS ... 2
1.1.2 SOIVALION EffECTS.. i 4
1.1.3 Advanced MD Simulation Methods ............ccooeiiiiiiiiiiiiii e 8
1.14 CRAIIENGES. ... e 14
1.2 MOAEI SYSTEM ...t e e e e e e e e eeeeeenennes 16
1.2.1 Crystal Structures of HIV-1 Prote€ase ........ccccoovveiiiiiiiiiiiiiiieiiiiiicieee e 22

1.2.2 Dynamics of HIV-1 PR: insight from experimental and MD simulations 27

1.2.3 Current HIV-1 PR INNIDItOrS ..o 33
1.2.4 AlterNative STrat@gIeS. .......covviiiiiiiiiiiiie ettt e e e e e e e e 39
1.3 Overview of My Research Projects .........coovvviiiiiiiiiiiiie e 44

1.3.1 Exploring Rearrangements between the Closed and Semi-open
Conformations of HIV-1 PR by MD Simulations..............euuuiiiiiiiiiieeeeeeeeeeeeeeeeiee 44

1.3.2 Investigating the Gating Dynamics of the FIaps .........cccuvviviiiiiiininnnnenenn. 45

Vi



1.3.3 Solution Structure of HIV-1 Protease Flaps Probed by Comparison of
Molecular Dynamics Simulation Ensembles and Electron Paramagnetic Resonance
(EPR) SPECIIA ...ttt ettt a s e e e e e e e e e e aeeeeeeenenannnes 46
1.34 Exploring Drug Resistance Mechanism by the Combination of MD
Simulations and EPR SPECIIOSCOPY....ccuueuuuurmuiiiiiaieeeeeeeeeeeeeeeeeetiiiiiias e e e e e e e e e eaeeeeees 47

Chapter 2  Exploring Rearrangements between the Closed and Semi-open

Conformations of apo HIV-1 PR by MD Simulations ..............ccooovviiiiiiiiiiiiiiiineeee e 49

2.1 INEFOTUCTION. ... e e e e e e e e e 50

2.2 Methodology and Model SYStEMS .......cooviiiiiiiiiiiii e 53
221 INItIal Preparation ... 53
2.2.2 Minimization and Equilibration Protocols.............ccoeuuiiiiiiiiiiieeeeeeee 55
2.2.3 Production RUNS .......eeiiiiiiiiiiiee ettt 56
224 Data ANAIYSIS .....coieeiiiiiiiiie e 57

2.3 RESUILS 8Nd DISCUSSION ...ttt e e e e e e e e e e eeeeas 57
231 Structural Differences in the Closed and Semi-open Conformations....... 57
2.3.2 Temperature Dependence of Atomic Fluctuations..............cccccceeeeeeeeennnnn. 61
2.3.3 Flap Conformations Observed During the Trajectories...........ccccveeeeeene.. 63
234 Local Dynamics of the Flap TipsS.....ccoooe i 68

2.4 CONCIUSIONS ...ttt e e et r e e e e e e e e e e e eeeeens 74
24.1 Twisting of the Flap Tips Initiating the Rearrangements of the Flaps ..... 74
24.2 Swapping 1le50 between the Hydrophobic Clusters.............ccccevvviiiiiinnnns 81

2.4.3 Significance of the Flap Tip lle50 Residue in the Transition Dynamics.. 85

2.5 CONCIUSIONS e aaan 89

Vil



(@4 g F=T o] (=] g SRR 91
Microsecond Timescale MD simulation Suggests that Partial Dimer Dissociation is
the Flap Opening Mechanism of HIV-1L PR ... 91
3.1 a1 goTo [¥ ox 1 o] o SR UUPPPPPPTTPPPPR 92
3.2 METNOAS ... . e ettt a e e e 97
3.2.1 Molecular Dynamics Simulations of apo HIV-1 PR ........ccccooiiiiiiiiiiine. 97
3.2.2 Data ANAIYSIS .....coieeiiiiiiiiei e 97
3.2.3 Free Energy Estimation Using the MMPBSA/GBSA Approaches.......... 97
3.3 RESUIES aNd DISCUSSION ....ccceviiiiiiiiiiiiieae e ettt e e e e e e e e e eeeeeeeenennes 100
3.3.1 Extent of Flap Motions Possible on the Microsecond Timescale........... 100
3.3.2 Partial Dissociation of the Dimer upon Flap Opening............cceeeeeeeeeeee. 104
3.3.3 Dimer Dissociation upon Flap Opening ............eceeeeeniiieeeeiiiiieeeeeiiiiiiinens 108
3.34 Binding Free Energy Calculation on Dimer Stability of the HIV-PR.... 111
3.3.5 Per-residue Free Energy DecOmMpPOSItioN ........ccooeveeeeiiiiiiiiieiiiiiiiiinn 114
3.3.6 Solvation of the Dimer Interface ............uuveeiiiiiiiiiieen 121
3.3.7 Further Theoretical and Experimental Evidence ............ccceeveieiiiinnneee. 125
3.3.8 Biological Implication: A Potential Allosteric Site.............cceevvivvivinnnns 129
3.4 (0] g Tod U] T0] o TP 130
(@4 gF=T o] (=] o PP 132

Solution Structure of HIV-1 PR Flaps Probed by Comparison of Molecular

Dynamics Simulation Ensembles and Electron Paramagnetic Resonance (EPR)

Spectra ..

4.1

viii



4.2 MIBENOAS ..o e 138

4.2.1 Construction of the Modeled StruCtures ..., 138
4.2.2 Minimization and Equilibration.............oooiiii s 139
4.2.3 ProducCtion RUNS .......ooiiiiiiiiiiiiiee e eeeeeeneanes 141
4.2.4 Data ANAIYSIS .....coiiiiieeiiiiii e 142
4.3 RESUIES aNd DISCUSSION ....cceviiiiiiiiiiiiiiiee e e ettt e e e e e e e e e e eeeeeenenees 143

43.1 Internitroxide Distances from MD Simulations and the EPR Parameters
143
4.4 CONCIUSIONS e 149

(@4 gF=T o] (=] gl TP 151

Drug Pressure Selected Mutations in HIV-1 PR Alter Flap Conformations as well as

(16T D) F= 10 ][00 PP 151
5.1 INEFOTUCTION. ... e e e e e e e e s 152
5.2 MEBENOTAS ... e e e e e e e e e 160

5.2.1 Construction of the Modeled Structures.............cccccvviiiiiiiiieeiieeeeeeeen 160
5.2.2 Minimization and Equilibration.............oooiiiii s 160
5.2.3 Production RUNS ......ueiiiiiiiiiiccccee et 162
5.24 Data ANAIYSIS .....cooiiiiieiiiiii e 163
5.3 RESUILS 8Nd DISCUSSION ...ttt ettt e e e e e e e e eeeeas 163
5.3.1 Overall Structural Variation ............ccccceeiiiiiiiiee e 163

5.3.2 Comparison of the Interspin Distances from EPR and MD Simulations 165
5.3.3 Comparison of Average ConformationsS............cooovvviivieiiiiiiiiiiiiiieee e 171

54 CONCIUSIONS e eeans 174



(@4 gF=T o] (=] gl TP 176

CoNCIUAING REMATIKS ...t e e e e e e e e e eeees 176
RETEIENCES ... et e ettt e e e e e e e e e e e e eeeeeeeeaanne 181
Appendix 1- Parameters Of RITONAVION .............iiiiiiiieeieeei et 208

Appendix 2- Structure and the AMBER force field parameters of the

phosphorothioate-substituted nitroxide spin label ............ccccoooviiiiiiii i, 213



List of Figures

Figure 1-1. Schematic illustrates the energy fluctuations for simulations at two
temperatures for neighboring replicas. In order to obtain high exchange
probabilities, the energy fluctuation&n in each simulation should close to the
mean energy differenN@EE. ..............uuuiiiiiiiiii e 12

Figure 1-2. Global estimates of HIV infection from the World Health Organization
(WHO) and the Joint United Nations Programme on HIV/AIDS (UNAIDS). .... 17

Figure 1-3. Schematic representation of an HIV virion (http://commons.wikimedia.org)

Figure 1-4. Genetic organization of HIV-1 and cleavage sites of HIV PR at Gag and Gag-
pol polyproteins. Some of accessory proteins are omitted for clarity. MA for
matrix, CA for capsid, NC for nucleocapsid, TF for transframe, RT for reverse
transcriptase, RH for RNase H, IN for integrase, pl and p2 are spacer peptides. p6
is peptide at 3’ region of the Gag precursor and negatively regulates the PR
activity. SU stands for surface unit glycoprotein and TM for transmembrane
(=T 1Y 7] (o] o PP PURTTR 20

Figure 1-5. The life cycle of HIV includes fusion, reverse transcription, integration, and
assembly. (http://en.wikipedia.org/Wiki/HIV) ..........oouuiiiiiiiiiiiiieeeeeeiiies 21

Figure 1-6. A structure of a homodimer of an apo HIV-PR (PDB code 1HHP). The flap
regions are highlighted in yellow; the active site loops in red; N- and C- termini in

ice blue; the single helix in each monomer in mauve; the turn (residues 5°-9’) in

Xi



orange; two aspartic acids (Asp25) are rendered as van der Waals spheres and
(o0] o] £=To T 1N 1= o FA PP 23
Figure 1-7. A detailed view of the 4-stranded antiparallel 3-sheet at the N- and C-termini
region Of HIV-LPR. et 24
Figure 1-8. A detailed view of the active site region (Leu24-Gly27) of HIV-1 PR forming
the ‘fireman’s grip’. Note the network of hydrogen bonds between Thr26, Thr26’
AN LEUZ24A, LEUZA . ...ttt e e e e e e e e as 25
Figure 1-9. A detailed view of the dimer interface region encompassing the helix
(residues 86-94) and tifieturn (residues 5’-9’) stabilized by both intra- and inter-
monomer salt bridges as well as an intra-monomer hydrogen bond between Arg87
=T 0 =T L USSR PPPPPUPPPPRRPN 26
Figure 1-10. Cartoon draws of three distinct X-ray structures of HIV-1 protease: a)
substrate-bound closed conformation (PDB code 1TSU), b) unbound semi-open
conformation (PDB code 1HHP), and ¢) unbound wide-open state (PDB code
1TW?7). Using the same color scheme as in Figurel-6 (The flap tips are
highlighted in violet). Top views illustrate the distance between the flaps and the
reversal of flap handedness in the three conformations............ccccccooeeiiiiiiininnn, 28
Figure 1-11. Schematic representation of simulated transitions between the three protease
forms?®. The closed flap conformation converts to semi-open upon removal of
ligand. Ligand induces the closure of the open form. Free protease exists in an
ensemble of different conformers, closed, semi-open and open forms, which are
IN dynamiC eqUILIDIIUML ... e a e 33

Figure 1-12. Chemical structures of 10 FDA approved HIV PR inhibitors. .................... 34

Xii



Figure 2-1. a) The closed conformation (PDB code: 1TSU, with the substrate stripped
out). b)The semi-open flap conformation (PDB code: 1HHP). The flap residues
(44-55) are rendered by ‘Licorice’ in VMD. The flap tip residue 1le50 is rendered
as ‘VDW’ and colored in orange in monomer A, in purple in monomer B.
Asn25/25’ at the active site are rendered by licorice and colored in red. For
clarity, only the side chains of hydrophobic residues on the loop region of each
monomer are shown, including Val32/32’, 1le47/47', 1le54/54’, Val56/56’,
Pro79/79’, Pro81/81" and Val82/82’, and rendered as both ‘Licorice’ and ‘Surf’
(residues on monomer A are colored in orange; residues on monomer B are
colored in purple). It is worth noting that the relative orientation of the two flaps
(the handednesses) is switched in the bound and unbound form.............ccccccc...... 59

Figure 2-2. A detailed view of the ‘semi-open’ (PDB code 1HHP) crystal packing
interactions around the flap region. The backbones of lle50 and Lys54 (colored
by atom type) on the flap of the central dimer hydrogen bond with the side chains
of residues GIn61 and GIn92 (colored by atom type) from a neighboring dimer. 61

Figure 2-3. Comparison of the atomic fluctuations from simulations at 300K (purple line)
and 375K (green line). Error bars reflect the difference between the two runs at
the same temperature, starting from different conformations, i.e., closed and semi-
(o] o= 1 (0] 2 1S3 62

Figure 2-4. a) Time evolution of«cCRMSD of the flap region. b) Time evolution of.C

RMSD of the non-flap region with respect to the semi-open crystal structure. ... 64

Xiii



Figure 2-5. Time evolution of €RMSD of the flap region (a) and non-flap regions
during the MDsemi-open simulation. the flap RMSD are colored using the same
COlOr COUE @S IN FIQUIE 2-4a.......cuiiiiiiiiiiie ettt e e e e e e e e e eeeeeeeenanne 65
Figure 2-6. The PMF profiles from the explicit solvent (black line) and the implicit
solvent (red line) simulations, as a function of FlapFIMSD with respect to the
closed X-ray structure. Both simulations are started from the closed form (PDB
code: 1TSU, without the SUDSErate. ..o 67
Figure 2-7. Time evolution of the intraflap hydrogen bonds within flapA (top) and flapB
in the MDclosed simulation. Most hydrogen bonds are stable, and thus result in a
stablep-hairpin structure with the exception of the tips (residues 49-52). Running
averages over 100 data points (red line) are also shown. ...........ccccooeeviiiiiiiinnnnn, 69
Figure 2-8. Time evolution of the intraflap hydrogen bonds within flapA (top) and flapB
in the MDsemi-open simulation. Consistent with MDclosed simulation, most
hydrogen bonds are stable except the tip hydrogen bonds between Gly49 and
Gly52. Running averages over 100 data points (red line) are also shown. .......... 70
Figure 2-9. Backbone dihedral anglds green;¥ purple) of the flap tip residues (G48-
G52) during the MDclosed SIMUIALION ........ccooiiiiiiiiiieeei e 72
Figure 2-10. Backbone dihedral anglés green;¥ purple) of the flap tip residues (G48-
G52) during the MDsemiopen SIMUIatioN. ...........uuvieiiiiiiieee e 73
Figure 2-11. Time evolution of flap cCRMSD with respect to the closed (blue) and
semi-open (red) references (top); the torsion anglesg(een;¥ purple) of
Gly49/49’ and 11e50/50" during the first (left) and second (right) transitional

periods, respectively in MDclosed simulation.............ccccoooiviiiiiieciciei e, 75

Xiv



Figure 2-12. Time evolution of flapadCRMSD (top) with respect to the closed (blue) and
semi-open (red) references; the torsion angleggfeen;¥ purple) of Gly49'/49
and 11e50'/50 during the first (left) and second (right) transitional periods in
MDSEMI SIMUIBLION. ...ttt e e e e e e e e 76
Figure 2-13. Ramachandran plots of residues Gly48, Gly49 and Ile50 on both flaps in
MDCIlOSEd SIMUIALION. .....cceiiiiiiiii e 79
Figure 2-14. Ramachandran plots of residues Gly48, Gly49 and Ile50 on both flaps in
MDsemi-0pen SIMUIALION ........ooiiiiiiiiiiiiiee e e e e e e e e e e eeeeeennnaes 80
Figure 2-15. Time evolution of flap RMSD (top), distance between the COM of residues
48-52 relative to Asn25/25 (middle) and Rg of intra- and inter- monomer
hydrophobic clusters (bottom) formed between Ile50 and hydrophobic residues
Val32, lle47, lle54, Val56, Pro79, Pro81 and Val82 from the same or its
symmetry-related monomer in the course of the first transition in the free HIV-PR
simulation started from a closed crystal structure. Representative snapshots during
this first transition are shown on top. The backbone of HIV-1 PR is shown in
NewCartoon representation with flapA colored in orange and flapB in purple.
Residues Val32, 1le50, lle47, lle54, Val56, 1le79, Pro81 and V82 are shown in

Surface and colored in orange in monomer A and colored in purple in monomer

Figure 2-16. Time evolution of flap RMSD (top), distance between the COM of residues

48-52 relative to Asn25/25" (middle) and Rg of intra- and inter- monomer

hydrophobic clusters in both monomers (bottom) in the course of the second

XV



transition in the free HIV-PR simulation started from a closed crystal structure.
Representative snapshots during this first transition are shown on top................. 85
Figure 2-17. Time evolution of (a) the flapp@QRMSD with respect to the two X-ray
structures; (b) flap tips distance and (c) flap-Asn25/25’ distances throughout the
entire simulation of the I50A mutant SYSteM...........ooviiiiiiiiiiiiiii e 87
Figure 2-18. For the I50W mutant system, time evolution of (a) fla@R®ISD with
respect to the two X-ray structures, closed and semi-open (b) flap tips distance
and (c) flap-AsSN25/25" dISTANCES. .......uuuuuiiiiiiie e 87
Figure 2-19. A snapshot of the ‘closed’ conformation sampled in the I50W mutant
system (rendered by New Cartoon in VRI@nd flapA colored in orange, flapB
in purple) overlapped on the closed crystal structure (gray, transparent). Trp50 is
rendered by VdW and colored in yellow. For clarity, only the sidechains of
hydrophobic residues on the flap and loop region from each mutant monomer are
shown, including Val32/32’, lled47/47', Ille54/54’, Val56/56’, Pro79/79,
Pro81/81’ and Val82/82’, and rendered by surface (residues on monomer A are
colored in orange; residues on monomer B are colored in purple).........cccceeeeenn... 88
Figure 3-1. A detailed view of the free HIV-1 PR with the semi-open conformation (PDB
code 1HHP™). The residues are colorettcording to their conservation score
computed by the ConSatf program. The figure was generated with PyMo93
Figure 3-2. Time evolution of flap CRMSDs (a), 150¢ 150°'C, distances (b) and
flapA- and flapB-Asn25/25’ distances (c) during the MDclosed simulation. .... 101
Figure 3-3. Snapshots of HIV-1 PR over the course of the full flap opening at 0.5ns

intervals in the simulation starting from the closed conformation (MDclosed).

XVi



Monomer A is colored in blue; monomer B in green. The active site Asn25/25’
residues are highlighted in red; the flap tip lle50 is highlighted in yellow. ....... 103
Figure 3-4. Time evolution of all €CRMSD of each monomer (blue line, monomer A;
green line, monomer B) when fitting to the corresponding monomer in the semi-
open reference (top panel); when only fitting its symmetry-related monomer to
the corresponding monomer in the semi-open reference (bottom panel). .......... 106
Figure 3-5. A detailed view of the superimposition of the semi-open X-ray structure
(gray, transparent cartoon) and a fully-open snapshot (monomer A in blue and
monomer B in green) from the MD simulation based on the best fit using one
MONOMET (DIUB). et e e e e e e e e eees 106
Figure 3-6. Distance between the core domains (residues 32, 75-76 and 57-58) of the two
monomers as a function of flapaCRMSD with respect to the fully open
configuration captured in the simulation (gray cartoon). Th@@ms of the core
domain residues represented as green spheres in the open reference structure.
Note that distances lower than 28 A correspond to the curled/tucked
[o0] 01 {0] 1 4 F= 11 0] o 13U PPPPPRPTRR 108
Figure 3-7. a) An open snapshot from the MD simulation is shown to illustrate the
definition of the open angle; a triangle between the two vectors, which are formed
by the COM of the @ atoms of residues 32, 75-76 and 57-58, located in the core
domain of each monomer, and the COM of residues 2-3, 96-97 from the N-, C-
termini of both monomers, respectively (solid black lines). Carbon atoms of these

residues are represented as red spheres. b) Contour plot of the free energy as a

XVii



function of the open angle and the flap RMSD with respect to the fully open
configuration captured in the MD simulation..............ccccceeeiiiiiiiiiiiiiiiiiinn 110
Figure 3-8. Binding free energieA®) of the dimer as a function of the core domain
(0151 =T (o =TT 112
Figure 3-9. Time evolution of the calculated binding energ$)(for 10,000 snapshot
structures, divided into nonpolar and polar energetic contributions: intermolecular
vdW (Eyqw), intermolecular electrostatic {g plus change in reaction field €8,
and change in nonpolar solvation energyfjBvhich is proportional to change in
solvent accessible surface area (SASA) . Energies are in kcal/mol. .................. 113
Figure 3-10. Intermonomer vdW interaction energies of the residues from monomer A
(blue) and monomer B (green) averaged over the 10,000 snapshots frons the 1pu
SIMUIATION. <. e e e e e e e e e e e e e e e e b e b e e as 115
Figure 3-11. a) A semi-open structure colored by the magnitude of the correlation
coefficient between the intermonomer vdW interaction energy of the
corresponding residues with the total interaction vdW interaction energy of the
dimer. Red and orange indicate negative correlations; blue and green indicate
positive correlations. Actual values of the correlation coefficient is shown in (b)
for residues from monomer A, (c) from monomer B. ...........oooviiiiiiiiiinieeeeeee, 118
Figure 3-12. a) A semi-open structure colored by the magnitude of the change in the
intermonomer vdW interaction energy of the corresponding residues upon flap
opening using RWG color code was used (red to green corresponding to -2.5 to 2
kcal/mol). The actual values of these changes are shown in (b) for residues from

monomer A, (C) from MONOMET B. ........ooiiiiiiii e 120

Xviii



Figure 3-13. a) A semi-open structure colored by the magnitude of the change in the
average SASA of the corresponding residues upon flap opening: blue indicates an
increase in residue SASABASA > 2 K); red indicates a decrease in residue
SASA (ASASA < -2 &): and gray indicates no significant changes in SASA (-2
A% < ASASA < 2 K). The exact values of the changes in the average SASA of
residues on monomer A is shown in b, and monomer Bin C. ..........cccccceeeeennennn. 122

Figure 3-14. Top view of the active site in a fully-open structure (monomer A colored in

blue; monomer B in green) from the simulation. The Figure was drawn with

Figure 3-15. A novel potential allosteric site identified in the fully-open form of HIV-1
PR captured in the MD simulation, defined by residues 4’-9’ orgttuen from
one monomer (green), residues 22-29 on the active site loop and residues 87-91
on thea-helix from the other monomer (blue). Also shown are water molecules
that enter this dimer interface region during the opening event. ........................ 124
Figure 3-16. Time evolution of a) flapaRMSDs with respect to the three references,
the closed, semi-open crystal structures, and a fully open configuration obtained
from the previous MD simulation on the wild-type with the ITSU sequence; and
b) core domain distances during thepRfRrs7x Simulation starting from the
(o3 (015 T0 =3 = L= TSR 127
Figure 3-17. Time evolution of a) flapaRMSDs and b) core domain distances in the
PRo2oars7k Simulation starting from the semi-open state. ..............coovvvieiieenennn, 128
Figure 4-1. Three conformations of HIV PR during all-atom MD with EPR spin labels: a)

closed Ritonavior bound; b) semi-open unbound; and c) fully open unbound. Top

XiX



views illustrate the reversal of handedness between the closed and semi-open
form and the separation of open flaps..........ooovviiiiiiiiiiii s 134
Figure 4-2. Structure of a nitroxide spin-label side chain with the distance from the C
atom to the spin label INdICAted. ..o 137
Figure 4-3. MTSL spin label distances in the Ritonavior bound complex from EPR
experiment and MD simulations, respectively. ... 144
Figure 4-4. MTSL spin label distances in the unbound LAI' from EPR experiment and
MD simulations starting from the unbound closed form................ciiiiiiiininnn, 145

Figure 4-5. The H-bonding pattern within the flap region in unbound closed simulations.

Figure 4-6. MTSL spin label distances in the unbound LAI' from EPR experiment and
MD simulations starting from the unbound semi-open form. ............ccccceveniis 147

Figure 4-7. Flap RMSD as a function of the interspin distance during the MD simulations
starting from the semi-open conformation, compared with the closed, the semi-
open crystal structures. While the structures are sampled that are similar to either
the closed (LHXW), semi-open (1HHP) or “wide-open” (1 T¥¥)7structures, the
simulated conformations with long label distances (> 40A) match none of these
CIYSTAl STIUCTUIES. ..ot e et e e e e e e e e e e eeeas 148

Figure 5-1. Structure of a dimeric HIV-1 protease with thegpGsitions of most common
primary and secondary drug-resistance mutations shown as spheres. Primary
mutations (30, 46, 48, 50, 82, 84, 88 and 90) are shown in red; secondary
mutations (10, 20, 24, 32, 33, 36, 47, 53, 54, 63, 71, 73, 77 and 93) in blue. Both

types of mutations are labeled in one of the subunits. ...............ccooiiiiiiieee, 154

XX



Figure 5-2. A Summary of sequence analysis showing the percentage of mutation
prevalence of naturally occurring polymorphisms in HIV-1 PR subtype B for
protease inhibitor (Pl) naive and exposed patient. Prevalence is defined as a
measure of variability for each protease sequence vs. the subtype consensus (e.g.
0% prevalence corresponds to a residue that is conserved in all sequences for a
PArtICUIAr SUDTYPE). ...t e e e e e e 156

Figure 5-3. Ribbon diagrams of HIV-1PR in the semi-open conformation (1HHP) with
the nitroxide spin probe, MTSL, appended at site K55C. Colored spheres
represent the &€position of mutations relative to LAI' in MDR769’ (top) and V6’
(bottom) in the active site cavity, and the nonactive site region, and flaps/elbows
are shown in red, blue, and green; respectively. Diagrams were rendered with
VM D e 159

Figure 5-4. Protein backbone RMSD with respect to semi-open crystal structure (2G69)

throughout the three Simulations. ... 164
Figure 5-5. Atomic fluctuations simulated for the three proteases, LAI' (black),
MDR769’ (red) and V6’ (blue). Error bars reflect the difference between the two
monomers
Figure 5-6. Normalized and background subtracted time domain dipolar evolution for the
three constructs. The solid smooth lines represent the respective best solutions
obtained from Tikhonov Regularizatidf for HIV-1PR samples labeled at site
KS5C WIth IMT S ceeiiiiiee e e e e e e e e e e e e e e aenes 166
Figure 5-7. Interspin distance distribution profiles from TKR of EPR data (top) and

55N-55'N distance profiles from MD simulations (bottom). .............ccccceeeeennn. 169

XXi



Figure 5-8. Distributions of distances between the carbon atoms (top) and the nitroxide
nitrogen atoms (bottom) in the residues K55C and K55’C sampled during the MD
simulations of LAI (black), MDR769 (red) and V6 (blue). ........ccccceeeeiiienennnnnnn. 171

Figure 5-9. Comparison of averaged structures sampled during MD simulations of the
three sequences. For clarity, only the backbone ribbon and Cys-MTSL side chain
are shown. KEY: LA1*wild-type” (black); V6 (blue); MDR769(red)........... 172

Figure 5-10. Histogram of distances sampled between the COM of 5 central residues on
each flap (residues 48-52) and the COM of the two Asn25/25' residues sampled

during the MD simulations of LAI (black), MDR769 (red) and V6 (blue)........ 173

XXii



List of Tables

Table 4-1. Timescale of All Spin-labeled Simulations................cccceeeiiiiiiiieee e, 142
Table 5-1 Mutations in each mutant construct relative to the wild-type (LAI’) ............ 158
Table 5-2. Summary of distance parameters obtained from DEER distance profiles and

IMD SIMUIATIONS ..o et 168

xXxiii



Acknowledgements

| would like to express my sincere thanks to Professor Carlos Simmerling for
offering me the greatest opportunity of my life by letting me to pursue my graduate
studies in his laboratory. He suggested me to take on challenging projects, letting me
explore my passion and work on that | love. Along this freedom, he has given me an
incredible amount of support and directed me to the paths of thought that have taken my
research to new levels in new directions. Out of all the people who have mentored me in
my life, Professor Simmerling is one of the few who has changed my life for the better.

Sincere thanks also go to Professor Jin Wang and Professor Robert C. Rizzo for
serving as members on my committee. | thank them for their candid, constructive
criticism and valuable suggestions over the years. | would also like to thank Professor
David F. Green and my outside member, Dr. Carol A. Carter, who gave me a lot of
insightful comments and suggestions to improve my thesis work. | would also like to
thank Gail E. Fanucci’'s group for fruitful collaborations, providing me with their
experiment data for comparison, and giving me lots of valuable advice in my
manuscripts.

| would also like to acknowledge the past and present members of the Simmerling
lab. This lab has been like a second family over the years to me. Everyone has been part
of my life in so many aspects. | would like to thank Melinda Layten for helping me
immensely at the beginning of my graduate study, patiently answering my silly questions,
and offering suggestions for new directions of my research. Special thanks go to Dr.
Lauren Wickstrom for always being there when | needed advice. Thanks to Dr. Lin Fu

for providing me the codes and programs. My deep appreciation goes to Arthur J.



Campbell and Amber Carr, for being greatest friends in this world. Thank you for
opening your hearts, and for being there every step of the way. | love you guys! Your
friendship means everything to me.

| would like to thank all my dear friends at Stony Brook, for always encouraging me
and keeping my spirits up. Their friendships have helped me through many a rough time.
| will never forget these great times we spent together.

Finally, there are not enough words to express my gratitude for the love and
encouragement | have received from my family, especially my mother and my husband.

Without your support, | could not have made it so far in my life.



Chapter 1

Introduction

1.1 Simulation Methodology

Proteins are dynamic polymers, and in most cases their functions are associated with
their conformational flexibility. In structural biology, there are two commonly used tools
for determining 3-dimensional structures of a biological macromolecule: X-ray
crystallography and NMR Spectroscopy. Both experimental tools have provided
invaluable structural information for proteins. These methods, however, usually provide
only snapshots of the native state or time-averaged data. Moreover, studying protein
dynamics through these experiments is not trivial.

To overcome these limitations, modern theoretical methods, such as molecular
dynamics simulations, have been used to supplement experimental techniques. MD
simulations can provide insight into structural as well as dynamic features of
biomolecular systems at spatial and temporal scales that are difficult to access by
experimental tools. MD simulations have several advantages when compared with
conventional experimental methods. Firstly, unlike many experimental techniques, which
only yield time-averaged results, MD simulations capture biological events occurring on
timescales spanning 12 orders of magnitude, from femtosecond to millisecond. Secondly,

MD simulations provide an approach to directly observe biological events at atomic



resolution. The time-sequence trajectories generated by MD simulations can be
visualized by graphics software, such as PyM@hd VMD?. Thirdly, MD simulations
can yield thermodynamics describing the driving force for biological events, such as

protein folding™ and conformational chang®s.

1.1.1 Force Fields

In molecular mechanics, a force field is the mathematical description of the potential
energy of a system. Force field functions and parameter sets are derived from both
experimental and high-level quantum mechanical calculations. "All-atom" force fields
provide parameters for every atom in a system, including hydrogen, while "united-atom"
force fields treat the hydrogens and carbon atoms in methyl and methylene groups as a
single center. "Coarse-grained” force fields, which are frequently used in long-time
simulations of proteins, provide even more abstract representations for increased
computational efficiency.

Commonly used force fields include AMBERCHARMM,2 GROMOS™° and
OPLS! Although the specific decomposition of the terms depends on the force field, a
general form for the total energy in an additive force field encapsulates both bonded
terms relating to atoms that are linked by covalent bonds, and nonbonded (also called
"noncovalent”) terms describing the long-range electrostatic and van der Waals (VDW)

forces.



As one of the most commonly used force fields, the AMBER ff99SB force'%ield
has been used throughout my study. The potential energy function in the Amber force

field is shown as Equation 1-1, incorporating both bonded and non-bonded terms.
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The bonded terms apply to sets of two to four atoms that are covalently linked, and
they serve to constrain bond lengths and angles near their equilibrium values, and also
include the torsional potential that represents the energy for rotating a bond due to bond
order and neighboring bonds or lone pairs of electrons. The non-bonded terms consist of
Lennnard-Jones (LJ) function for van der Waals interactions and Coulomb’s law for
electrostatic interactions. The parameters for these bonded and non-bonded terms are
derived from quantum mechanical calculations and from thermodynamic,
crystallographic and spectroscopic data on a wide range of syStémsally the most
important differences among various force fields are the treatments of electrd8tatics.

It is worth noting that one of the most important qualities of a force field is that its
functional form and parameters must be transferable. This means that the same set of

parameters can be used to model a series of related molecules. However, careful



evaluation of the accuracy of the force field on the subject before further analyzing

simulation results is always critical.

1.1.2 Solvation Effects

The critical role that solvent plays in dictating the stability, flexibility, and
interactions of molecules necessitates a good description of solvent effects in theoretical
approaches to chemical and biomolecular problems. There are two different approaches
to include the solvent effects in molecular dynamics. One is the explicit solvent model
and the other is the continuum solvent model, also known as the implicit solvent model.
Explicit solvent methods offer a more detailed and accurate description of a
macromolecular systenthese involve extensive searches in the configuration space of
the solute and solvenA wide range of water models have been proposed, and these
models can be divided into three types: simple, rigid, flexible models, and polarizable
models'® In the simple interaction-site models, each water molecule is maintained in a
rigid geometry, and the interactions between molecules are described using pair wise
Columbic andLennnard-Jone&xpressions. The most popular simple water model is
TIP3P (transferable intermolecular potential 3Rhich uses a total three sites for the
electrostatic interactions; the partial positive charges on the hydrogen atoms are exactly
balanced by an appropriate negative charge on the oxygen atom. The van der Waals
interaction between two water molecules is computed using LJ function with just a single
interaction point per molecule, centered on the oxygen atom; no van der Waals

interactions involving the hydrogen atoms are calculafbeére are several other water



models, such as TIPSand SP&™ (simple point charge) which use a similar strategy.

In complex water models, there are more charge sites on dummy atoms to represent a
more realistic electron distribution around the oxygen atom; these include fIP4P,
TIP4Pew? TIPS2?! TIP5P? There are also studies for using flexible water métlels

and including polarization effeét.

The number ohonbonded interactions scale#th the square of the number of
interaction sitesgdue to the large numbers of solvent atanwlved in explicit solvent
models, nonbonded interactions usually require by far the greatest amount of
computational effort. Thus, explicit solvent models are computationally demarding
addition, explicit solvent modelsneed more timeto average over many solvent
configurations to obtain meaningful thermodynamic dadgorithms such as Particle
Mesh Ewald (PME¥? particle-particle/particle-mesh Ewald (P3¥1are developed to
accelerate the simulations. Howeveeytain periodic boundary methods, such as PME,
evoke artificial real-virtual solute interactions that can be also problematic when
determining thermodynamic quantities such as free enéfgies

An alternative approach is using implicit solvation (sometimes known as
continuum solvent), a method of representing solvent as a continuous medium instead of
as individual explicit solvent molecules. A clear goal of the continuum solvent methods
has been to eliminate nonessential degrees of freedom or capture them in some
approximate manner, and increase the investigation in the space and time domains of the
biological system without compromising its structural, dynamic, and thermodynamic
features. In an implicit solvent model, solvent is treated as a homogeneous isotropic

dielectric continuum, andGs,, is typically decomposed into a cavity termc{s a



solute-solvent van der Waals term,{, and a solute-solvent electrostatic polarization

term (Gyo):

Gy =G, +Gaw + GpoI 1-2

sol T

The nonpolar terms, & and Gygw, account for the energy expense to form a
cavity in the solvent to accommodate solute and the van der Waals interaction energy of
the solute with solvent respectively and are included by a surface tension/area or free
energy density/volume type terms.

Gy +Guaw = ZakSAk 1-3
where SA is the total solvent-accessible surface area of atoms of type k snaho
empirical atomic solvation parameter.

For AG,., Poisson-Boltzmann (PB) and Generalized Born (GB) models can be
used to describe the electrostatic interactions between any two charged sites. The PB
equation appears to be the most accurate model for describing molecules it tfetér,
where contributions from solvent polarization along with the asymmetric shapes of
biological molecules are taken into account; however, it is computationally expensive to
calculate’®>! The Born equation provides an analytical solution to the linear Poisson-
Boltzmann equation for a spherical ion with a point charge in its center, while the GB is
an approximation to account for the shape of the molééulae GB model has the

following functional form:
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where ¢ is dielectric constant, q is charge, agdsfa function of distance and radigfis

commonly calculatedsing the formula:
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were f; is the distance between atonmend j andR; and Rare the effective Born radii of
atoms iand j** The efficiency of Ris a critical issue, with different setting of. Rerived
several GB models, such as GB-HEY, GB-OBC* and GB-necR!

Not including solvent atoms considerably reduces the size of a system, resulting
in a significant decrease in the computational cost of a simulation. In addition,
conformational sampling in an implicit solvent model is enhanced in two ways: 1) there
is no need to equilibrate and average over the great number of solvent configurations in a
simulation; 2) the low viscosity that water molecules impart by randomly colliding and
impeding the motion of solutes through their van der Waals repulsion accelerates
molecular motiond® As a result, implicitsolvent simulations are typically faster and
easier to interpret as the water degrees of freedom are absent. Implicit solvent models,
however, are of lower resolution and have been known to blur the potential energy
landscape of a protein, cause structural distortionsosadstabilize salt bridgés>**
Moreover, although all implicit solvation models allow estimation of the mean
electrostatic free energy, they do not account for the hydrophobic effect, a major factor in
the folding process of globular proteins with hydrophobic cores. To augment this
deficiency, the solvent accessible surface area (SASA) is taken into account as a proxy
for the extent of the hydrophobic effect. Yet, this surface area pertains to the solute, while
the hydrophobic effect is mostly entropic in nature and occurs on the side of the solvent.

To sum up, both explicit and implicit solvent models have certain strengths and

weaknesses. Calculations using explicit solvent generally yield more accurate results. In



some cases, such as simulations involving water bridges, explicit water molecules are
essential for the calculatidi.However, systems using explicit solvent have many more
atoms, demanding additional computing resources. Due to the friction force from the
water molecules, the dynamics of the solute is also slower in explicit solvent. This may
be useful for understanding the real timescale of a biological event. In other cases where
rate is not a factor, but the results of the motion are important, the implicit solvent model

will be more efficient.

1.1.3 Advanced MD Simulation Methods

MD simulations are increasingly demonstrating their practical value in the
investigation of biological systems. The potential energy surface of complex
biomolecular systems, however, can be extremely rugged, and so the trajectory can be
easily trapped sampling within a high-energy local miniffurBeveral methods have
been developed to enhance sampling, such as umbrella sampling method, which applies a
biasing ‘umbrella’ potential to force sampling along a particular reaction coordifidte.

An unbiased free energy profile, also known as a potential of mean force (PMF), can be
extracted by using a post-processing algorithm called weighted-histogram analysis
method (WHAM)>%>!

Equation 1-6 shows the general formula for calculating the free energy difference
between two states, wherB(qa) is the probability to find the system in state A at

reaction coordinate q.



F(ds)~ F(q,) = KT In %) L6

P(g,)
where ks is the Boltzmann constant afdis the temperature. How often the system
samples a certain value of the reaction coordimptean be analyzed via umbrella
sampling with a biased potential J( The unbiased potential of mean force (PMF) for

the th window then is:

P(ds)

da
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The underestimated constarft kcalled the free energy constants, are defined as:

KO AR
el =<e K > 1-8

where K’ can be efficiently determined by WHAM analysis. The WHAM equation
(Equation 1-9) expresses the optimal estimate for the unbiased distribution function as a
reaction coordinateqf-dependent weighted sum over thg (the number of biased

window simulations) individual unbiased distribution functions:

Mo @-ko]]™?

N, Ny
P(a) = > nP(a), x| Xn;e “ 19
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where n; is the number of independent data points used to construct the biased
distribution function. The free energy constant Keeded in Equation 1-9 are
determined from Equation 1-8 using the optimal estimate for the distribution function.

To accurately construct the free energy profile of a given system, three key
parameters need to be chosen carefully in umbrella sampling simulations. The first

parameter is the reaction coordinate, which should be able to represent the physiological



properties of interest. The last two parameters are the size of each window and the force
constant for the biasing potential. WHAM analysis needs the adjacent windows to have
the same free energy value for the overlapping region. Insufficient overlap between
neighboring windows will introduce statistical errors in each individual estimate.
Moreover, a weak force constant will not be sufficient to generate an ensemble in a
desired region, while if force constant is too strong force constant that will limit the range
of sampling. Thus, the success of umbrella sampling simulations relies heavily on the
choice of these three parameters.

Another successful enhanced sampling method is replica exchange molecular
dynamics (REMDJ? The replica exchange method was developed first in the physics
community to improve sampling in glassy syst&i$ and has been recently applied to
MD simulations of biomoleculeS:®” In this method, a number of simulations are
performed at different temperatures in parallel, and exchanges of configurations are
attempted periodically. Even if a trajectory is temporarily trapped in a local minimum,
the simulation can escape from this minimum via an exchange with a higher temperature
configuration. With this method, one can obtain various thermodynamic quantities as a
function of temperature for a wide temperature range from a single simulation run.
Moreover, because each replica can be simulated using its own computer processor, the
REMD method is well suited for and very efficiently runs on parallel computers, which
have become ubiquitous in recent years.

In a standard REMD simulation, the simulated system considtsmain-interacting

copies (replicas) awvl different temperatures. The positions, momenta and temperature
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for each replica are denoted by {@", T.}, i = 1,..., M. The equilibrium probability for

this generalized ensemble is

M
w@E" g T, )=exp-
@' a"T,) ;kBT

m

H (p" ,q“]} 1-10

where, the Hamiltoniail is the sum of kinetic energ¥, and potentiaknergy,E. For
convenience, momenti! p'! at temperatur@,, are denotetby x''! , and X is defined as

one state of the generalized ensemble. For example, X and X’ represent two states of
replicasi andj, which are at temperaturé&s andT, respectively. In order to maintain the
balance of the generalized system, microscopic reversibility has to be satisfied, thus
giving:

W(X)p(X - X")=W(X")p(X'> X) 1-11
wherep (X—X’) is the exchange probability between two states X and X'. With the
canonical ensemble, the potential enefgyrather than total Hamiltoniar, is used
simply because the momentum can be integrated out. Inserting equation 3 into equation

4, the following equation for the Metropolis exchange probability is obtained:

— mi 1 1 i1 _ il .
p= mr{],ex&l(kBTm kBTnj(E(q{ Eq )H 1-12

In practice, several replicas at different temperatures are simulated simultaneously

and independently for a chosen number of MD steps. Exchange between a pair of replicas
is attempted with a probability of success calculated from equation 1-12. If the exchange
is accepted, the bath temperatures of these replicas will be swapped, and the velocities
will be scaled accordingly. Otherwise, if the exchange is rejected, each replica will

continue on its current trajectory with the same thermostat temperature.
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Figure 1-1. Schematic illustrates the energy fluctuations for simulations at two
temperatures for neighboring replicas. In order to obtain high exchange probabilities, the

energy fluctuationsd En in each simulation should close to the mean energy difference
AE.

In this manner, REMD is hampered to a lesser degree by the local minima problem,
since simulations at low temperature can escape kinetic traps by “jumping” directly to
alternate minima being sampled at higher temperatures. Likewise, the structures sampled
at high temperatures can anneal by being transferred to successively lower temperatures.
Moreover, the transition probability is constructed such that the canonical ensemble
properties are maintained during each simulation, thus providing potentially useful
information about conformational probabilities as a function of temperature.

Due to these advantages, REMD has been applied to studies of peptide and small
protein folding® °® To date, however, most of these studies have used REMD with
continuum solvent models, since implicit solvent model reduces system size and replica

requirements. REMD with explicit solvent model is greatly limited by the number of
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replicas needed to span a temperature range, which grows proportionally to the square
root of number of degrees of freedom in the simulated system. As explicit solvent
simulations require a greater length of time to converge, a typical REMD simulation with
explicit solvent on a large system is impractical, due to computational cost and slow
conformational sampling. To our knowledge, converged REMD simulations in explicit
solvent from independent starting conformations have been reported only for short helical
or unstructured peptidés.*® Several promising techniques have been propmseeal

with this apparent disadvantage of REMD.

Furthermore, as mentioned earlier, MD simulations can yield detailed information on
the thermodynamics and kinetics of dynamic processes that occur in biological systems,
and thus provide a means to estimate free energy. The combination of molecular
mechanics and the PB continuum solvent model to compute binding free energies was
pioneered by Kollman and his co-workéfs,termed MM/PBSA (Molecular
Mechanics/Poisson—-Boltzmann Surface Area). An MD simulation (typically in explicit
solvent) is first carried out to yield a representative ensemble of structures; the average
total free energy is then calculated based on existing snapshots from the MD simulations.
After removing any solvent, the free energy of the system, G, is evaluated as:

AGpind = AEmM +AGppsa - TSuMm 1-13
where kv is the internal energy and contains all intramolecular bonded (stretch, bend
and torsion) and non-bonded (van der Waals and electrostatic) interactions, as shown in
Equation 1-14:

AE, = AE, 4 +AE +AE,, +AE ,, +AE o 1-14

angle tors
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Gpesa denotes the solvation free energy, including both the polar and the non-polar
contribution to the solvation free energy. The polar fraction is determined by solving the
relatively sophisticated Poisson—Boltzmann equéti6for by applying the significantly

cheaper GB modé}:®?

while the non-polar part is calculated by an empirical formula
based on the solvent accessible surface area (SASA). The last tern in Equation 1-13,
TSum, is the solute entropy and is usually estimated by a combination of classical
statistical formula® and normal mode analysis. In most cases, however, MM-PB/GBSA
method® is used to estimate the relative energy between similar states, in which the
entropic contribution will be canceled out.

The ability to accurately calculatéG for a given macromolecular system with
various different conformations or structures presents a very important methodology to
our computational arsenal. Expensive but rigorous free energy calculations by MM-

PB/GBSA scoring have been applied extensively in the later stage of a lead optimization,

facilitating the drug discovery proc8s§>

1.1.4 Challenges

When planning and conducting MD simulations, there are three challenges that must
be taken into account: force field, searching and sampling. A cornerstone for accurate
simulations is the force field. One of the primary limitations of MD simulations is the
deficiencies of the force fields, which arise from the assumptions of an additive force
field, harmonic terms, and the use of fixed atomic charges that by their very nature
cannot easily model the effects of electronic polarizability. In addition, the accuracy of

the calculated energies may be limited by the common use of cut-offs for van der Waals
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interactions and by approximate treatments of electrostatics. To improve the accuracy of
classic force fields, such as CHARMMNd AMBER? force fields, thep/ v dihedral

terms in the potential energy functions have been modifi#tleading to improved
agreement with experimental quantities. Moreover, one possibility is that the future
development of force field may move beyond the current mechanics approach, by using
guantum mechanics explicitly to construct the force field. To this end, a number of the
“polarizable force fields” have been develof&d* which is speculated to offer more
consistent and balanced treatment of solute-solute and solute-solvent electrostatic
components.

Another major challenge facing computational chemistry today is the timescales
accessible by atomistic MD simulations. MD simulations must be discretized at the level
of femtoseconds, which, when coupled with the computer time required to perform one
step of a calculation, invariably limits the total length of the simulation. The first all-atom
MD simulation of a small proteiin vacuo, performed more than three decades ago,
covered less than 10 Bs Over the years, improvements in molecular dynamics
algorithms, software, and computer hardware have allowed MD simulations to access
longer timescale® such that accurate all-atom simulations of more than a microsecond
are now becoming practical. A number of studies with individual trajectories longer than
one microsecond have been repoft€d. The ability to efficiently perform simulations
on the timescales over which many physiologically relevant processes take place expands
substantially the set of problems for which the MD approach is tractable. In addition, a
recent confluence of progress in both simulation and laboratory techniques has offered

more opportunities to compare computational results to experimental data gathered on
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similar timescales. These developments allow not only for a better understanding of the
biomolecular systems of interest, but also for systematic validation of the models and
methods underlying MD simulations.

In this work, MD simulations have been employed to study the dynamics of HIV-1
protease, one of the primary targets for anti-AIDS drug discovery. The introduction of

HIV-1 PR and the significance of this study are presented in the following section.

1.2 Model System

It has been over two decades since HIV (Human Immunodeficiency Virus) was first
characterized as the causative agent for AIDS (Acquired Immunodeficiency Deficiency
Syndrome). Since then, the pathogenesis and treatment of AIDS has been extensively
studied and great progress has been made. However, the pandemic of AIDS is still
globally expanding, and the fight against this dreaded disease is long-lasting. According
to the Joint Nations Programme on HIV/AIDS (UNAIDS) report, ~33.4 million people
worldwide were living with HIV at the end of 2008, of which a half million were in the
United States. In 2008 alone, 2.7 million individuals were newly infected with HIV, and

2 million people died of AIDS.
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Figure 1-2. Global estimates of HIV infection from the World Health Organization
(WHO) and the Joint United Nations Programme on HIV/AIDS (UNAIDS).

As HIV continues to spread around the world, an increasing amount of funding is
being provided to fight the AIDS epidemic. Since 1996 funding for the response to AIDS
in low- and middle-income countries rose from US$300 million annually to US$13.7
billion in 2008%* Nevertheless, the budget is far below the need especially in the south of
Africa, where has been hhehardesby AIDS pandemic

AIDS is caused by Human Immuno-deficiency virus (HIV). The genome and

proteins of HIV have been the subject of extensive studies since the discovery of the
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virus in 19832 HIV is a retrovirus, containing Gag, Pol and Env genes as the basic
components of a replicating genome. HIV is composed of two copies of single-stranded

RNA (Figure 1-3).

gp4l
Transmembrane
Glycoprotein

MHC Proteins

gpl20
Li pld g?;cké;?otei n
Envelope
RNA
Protease, Genome
Peptides,
Host Proteins
pl7

Matrix Protein

Capsid A Nucleocapsid

Integrase

Reverse Transcriptase

Figure 1-3. Schematic representation of an HIV virion (http://commons.wikimedia.org)

The viral RNA is tightly bound to nucleocapsid (NC) proteins, p7, and enzymes that
are indispensible for the development of the virion, such as transcriptase and integrase. A
matrix composed by the viral protein pl7 surrounds the capsid (CA), ensuring the
integrity of the virion particle. This is, in turn, surrounded by the viral envelope, which is
formed when the capsid buds from the host cell. Embedded in the viral envelope are

glycoproteins from the host cell, gp 120 and gp 41, which enable the virus to attach to
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and fuse with target cells to initiate the infectious cycle. Also enclosed within the virion
particle are Vif, Vpr, Nef and viral protease.

There are two types of HIV: HIV-1 and HIV-2, both were discovered jointly by Luc
Montagnier and Robert Gallo and their assoctates Although both types are
transmitted by sexual contact, through blood, and from mother to child, and both appear
to cause clinically indistinguishable AIDS, HIV-2 is less easily transmitted. In addition,
the period between initial infection and illness is longer in the case of HIV-2. Worldwide,
the predominant virus is HIV-1; the relatively uncommon HIV-2 type is concentrated in
West Africa and is rarely found elsewhere.

The infection of HIV begins with the recognition of viral envelope glycoprotein by
the cell surface receptors CD4, a member of the immunoglobin superfamily, and other
coreceptors on the host cell HIV-1 attaches to CD4 with its envelope glycoprotein gp120.
The binding to CD4 induces conformational changes in gp120, allowing HIV-1 to bind to
other surface coreceptors on the host cell. After the virus fuses with the host cell
membrane, the genetic material (RNA) is released into the cytoplasm of the cell. The
viral RNA is transcribed into DNA with the help of viral Reverse Transcriptase (RT); the
DNA replicates into double strands, and then is integrated with the host cell’'s DNA with
the assistance of viral Integrase. Thereafter, the viral genome is replicated with the host
cell genome. The viral genome is translated into three primary polyproteins (Figure 1-4),
Gag, Gag-pol and Env. Gag (group antigen) encodes internal structural components of
the virion: matrix (MA), capsid (CA) and nucleocapsid (NC) proteins. Pol (polymerase)
contains reverse transcriptase and integrase, two key enzymes in the viral replication.

Another important enzyme is the protease (PR), which is located upstream of Pol in Gag-
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pol polyprotein. Env encodes two exterior proteins, surface unit glycoprotein and
transmembrane envelope. These exterior proteins recognize the surface receptors on the
target cells in the early stage of infection. The components of the virus gather together
(assemble) near the cell membrane and form by a ‘pinching’ action of the membrane. The
new virus buds off from the host cell, and as it buds, maturation takes place where the
long strands of protein precursors are cleaved into smaller functional fragments by HIV
protease. When the uncleaved viral precursor polyproteins, viral RNA and other elements
are packed into the viral particles and released from the infected cells; they are immature

and noninfectious. The life cycle of HIV is depicted in Figure 1-5.

Figure 1-4. Genetic organization of HIV-1 and cleavage sites of HIV PR at Gag and Gag-
pol polyproteins. Some of accessory proteins are omitted for clarity. MA for matrix, CA
for capsid, NC for nucleocapsid, TF for transframe, RT for reverse transcriptase, RH for
RNase H, IN for integrase, pl and p2 are spacer peptides. p6 is peptide at 3’ region of the
Gag precursor and negatively regulates the PR activity. SU stands for surface unit
glycoprotein and TM for transmembrane envelope.
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Figure 1-5. The life cycle of HIV includes fusion, reverse transcription, integration, and
assembly. (http://en.wikipedia.org/wiki/HIV)
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Since all the steps in the cycle are required for generation of new infectious virions,
intervention can be conceived at each step involved in the life cycle of®¥itns.
particular, one of the most intense areas of research has been the effort to find effective
inhibitors of the essential aspartic protease (PR), an endopeptidase that catalyzes the
cleavage of Gag and Gag-pol polyproteins into mature prdteiftse active form of the
PR is a homodimer with 99 amino acid residues in each subunit. For convenience, the
residues in one subunit are numbered 1-99 and those from the other subunit are numbered
1'-99'. The two subunits form an active site cavity where the substrate binds and is
hydrolyzed. When the PR is inactivated by an inhibitor or mutation of key residues, the
cleavage of Gag and Gag-pol polyproteins is interrupted; as a result, the budding viral
particles become noninfectioffsTherefore, PR has been identified as a major target for
anti-AIDS drug discovery, owing to its indispensible role in viral replication and

infection®®

1.2.1 Crystal Structures of HIV-1 Protease

After recognizing the crucial role of PR in virus maturation, intensive efforts have
been made to determine the three dimensional structures of PR. The first three
dimensional (3D) structure of HIV- 1 PR was solved by X-ray crystallography in®1989.

%2 Since then, 386 HIV PR structures (363 HIV-1, 16 HIV-2, 7 SIV) of either unliganded
or complexed with various inhibitors or substrates have been deposited in the Protein
Data Bank (PDBJ? The HIV-1 PR is a homodimer with C2 symmetry in the absence of

ligand, albeit this is lost with the binding of asymmetric ligands. The enzyme is an
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aspartic protease that consists of two identical 99-residue subunits, with each subunit
contributing a catalytic triad (25Asp-26Thr-27Gly) to form the active site. A structure of
an unbound homodimeric HIV-1 PR (PDB code 1HHP) is shown as Figure 1-6, in which
flap (residues 43-58), flap elbow (residues 35—-42), fulcrum (residues 11-22), cantilever
(residues 59-75), the N- and C- termini (residues 1-4, and 95-99), and the active site cleft

are represented.

Figure 1-6. A structure of a homodimer of an apo HIV-PR (PDB code 1HHP). The flap
regions are highlighted in yellow; the active site loops in red; N- and C- termini in ice
blue; the single helix in each monomer in mauve; the turn (residues 5-9’) in orange; two
aspartic acids (Asp25) are rendered as van der Waals spheres and colored in red.

The two monomers interact with each other at different regions; two of them are

believed to contribute significantly to the dimer stability: the N- and C- termini region,

forming a 4-stranded antiparallel 3-sheet (Figure 1-7), and the active site region which is
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stabilized by a hydrogen bond scaffold, termed as the ‘fireman's grip' (Figurg*£-8),
involving hydrogen bonds formed between the oxygen of side chain of the active site
Thr26 and the main-chain amide of the active site Tro@@he opposite loop, as well as
one hydrogen bond between the oxygen of side chain of the active site Thr26 and the

main-chain carbonyl of the preceding Leu@#the other molecule in the dimer.

Figure 1-7. A detailed view of the 4-stranded antiparallel 3-sheet at the N- and C-termini
region of HIV-1PR.
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Figure 1-8A detailed view of the active site region (Leu24-Gly27) of HIV-1 PR forming
the ‘fireman’s grip’. Note the network of hydrogen bonds between Thr26, Thr26’ and
Leu24, Leu24’.

In addition, the dimerization interactions also occur within the region encompassing
the a-helix (residues 86-94) and tiieturn (residues 5’-9’, primes indicate residues from
the symmetry-related monomer), including intramonomer salt bridges between Asp29 to
Arg87, intermonomer salt bridges between Asp29 and Arg8’, and intermonomer

hydrogen bond between Arg87 and Leu%’, as illustrated in Figure 1-9. These dimerization

interactions have also been suggested to influence the dimerization signftfcahtly
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Figure 1-9. A detailed view of the dimer interface region encompassing the helix
(residues 86-94) and th@turn (residues 5-9’) stabilized by both intra- and inter-
monomer salt bridges as well as an intra-monomer hydrogen bond between Arg87 and

Leu5'.
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1.2.2 Dynamics of HIV-1 PR: insight from experimental and MD
simulations

As mentioned above, an extensive set of X-ray crystal structures of HIV-1 protease
in both bound and unbound forms have been sdRedyealing a C2 symmetric
homodimer with a large substrate binding pocket covered by two Gly-ricH¥I&p<°
Nearly all complexes have been solved in the ‘closed’ conformation, showing the two
flexible glycine-rich B-hairpins, the so-called “flaps”, interacting with the ligand and
completely blocking access to the active site (Figure 1-10a). Crystal structures of the
ligand-free protease reported to date are more heterogeflealhough most of them
exhibit the “semi-open” form (Figure 1-7b), closed flaps were also seen in the crystal
structure of two unbound tethered subtype B PRs (PDB code 1LV1 and 1G6L), and a
subtype A unbound PR (PDB code 3IXO). Moreover, a “wide-open” form has been
reported for three unbound PRs (PDB code 2PCO0, 1TW7 and 2R8N). Although large-
scale flap opening is presumably required to allow substrate entry since the active site
access remains blocked in both the closed and semi-open forms, the ‘wide-open’
conformation of the flaps (1TW7) has been shown to be only transiently populated during
the MD simulations without crystal packing contd®s:®® In addition, earlier studies
have suggested a role for crystal packing and crystallization conditions in the'€losed
and semi-open formS?> and other calculations have also suggested that the free energy
difference between the different conformations of HIV-1 PR may be quite $hall,
implying that the equilibrium of different configurations of the flaps might be easily
shifted by many factors such as mutations, ligand binding, and even crystal contacts.

Thus, whether the “wide-open” crystal structure is relevant to the flap dynamics or drug
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resistance, and what is the dominant structure of unbound HIV-1 PR in solution at room

temperature remain open questions.

Figure 1-10. Cartoon draws of three distinct X-ray structures of HIV-1 protease: a)
substrate-bound closed conformation (PDB code 1TSU), b) unbound semi-open
conformation (PDB code 1HHP), and c) unbound wide-open state (PDB code 1TW?7).
Using the same color scheme as in Figurel-6 (The flap tips are highlighted in violet). Top
views illustrate the distance between the flaps and the reversal of flap handedness in the
three conformations.

On the other hand, another plausible explanation for the variability of apo structures
of HIV-1 PR may be the intrinsic flexibility of the protein, supported by an emerging
concept that proteins sample an ensemble of conformations that meet functional
requirements under equilibrium conditio5This ability is structure-encoded, implying
an evolutionary role in selecting/conserving structures based on their ability to achieve
functional dynamics$® In fact, NMR experiments have revedf€d*that the flap region
has a high degree of flexibility. Based on solution NMR data for the free protease,
Torchia et al. have suggest&-*?that the ensemble of unbound structures is dominated

by the semi-open family with sub-nanosecond timescale fluctuations in the flap tips, and

with the closed conformation possibly being a minor component of the ensemble. The
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semi-open form is in slow equilibrium (~10¢€) with a less structured, open form that
exposes the binding site cavity.

In addition, EPR spectroscopy was recently employed by Fanucci's ‘gtdop
investigate dipolar coupling of the unpaired nitroxide electrons in spin labels attached to
K55C /K55'C on each flap. A different flexibility of the flaps in the bound and unbound
forms was clearly identified, and the data suggested that the unbound flaps sampled a
much larger degree of separation than those in the bound form.

Thus, these experimental data provide strong support for the hypothesis that the
protease in the unbound state exists in a diverse ensemble of conformations fluctuating
between semi-open, closed, and open, and exhibits considerable flexibility which allows
substrate entry and product exit. Despite these findings, many aspects of both the
structure and dynamics of HIV-PR in aqueous solution remain unresolved as the
experiments provide only indirect evidence of protein structures in solution.

On the theoretical side, the experimental findings stimulate interest in exploring the
relationship between protein dynamics and structural changes involved in function.
Unfortunately, until recently, realistic simulations of HIV PR have been hampered by
limitations in the model description and timescales that could be reached. Collin¥ et al.
reported flap opening resulting from MD simulations in the gas phase which involved
forcing the atomic coordinates for non-flap regions of a closed structure to the semi-open
state. Scott and Schiffét® also observed irreversible flap opening, but the extent of flap
opening was not quantitatively described. Instead the authors focused on the flap tip
regions, which “curled” back into the protein structure during the opening event, burying

several hydrophobic residues. This flap curling was hypothesized to provide a key
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conformational trigger necessary for subsequent large-scale flap opening and therefore
HIV-PR function. A more recent stutly highlighted the challenges in obtaining accurate
simulation data by demonstrating that similar irreversible flap openings could arise from
insufficient equilibration during system setup; these artifacts were not observed when
more extensive solvent equilibration was performed. Later, Hamelberg and
McCammon®’ used activated dynamics to produce flap opening in HIV-PR. In this case,
atrans— cis isomerization of the Gly-Gly peptide bond was hypothesized to trigger the

flap opening. Perryman et df**

reported dynamics of unbound wild-type and
V82F/184V mutant in which the closed form opened somewhat, but the authors did not
report whether the flaps in these unbound protease simulations actually adopted the semi-
open flap handedness observed in crystal structures. Nevertheless, the high flexibility of
the flaps, particularly for the mutant, was demonstrated and used for active site inhibitor
design for the drug-resistant mutafft.Notably, none of these prior computational
studies of the free protease reported that the flaps were able to adopt the semi-open
conformation from either the open structures that were sampled or in other cases from the
initial closed conformation. Therefore it is unclear if such opening events are relevant to
the true dynamics of the HIV protease or simply represent an inability of the simulation
models to reproduce experimental observations.

Recently, several reports have been published where multiple and, most importantly,
reversible opening of the protease flaps was observed. These serve as a testimony that
simulation methods have finally reached a state where they can provide valuable insights

into enzyme function on biologically relevant timescales. McCammon and cowdtkers

122 developed a coarse grain model of HIV protease in which each residue is modeled
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using a single bead at the position of the carbon. This treatment substantially reduces

the complexity of the system, permitting the simulations to model behavior on the
microsecond timescale. Numerous opening and closing events were seen; these were
realized primarily by large lateral movements of the flaps that exposed the binding cavity.
With the current coarse grain model, however, the long timescales are enabled yet at the
cost of atomic detail, and there is also no straightforward way to determine how flap
behavior is influenced by dynamics on the atomic level in terms of specific side chain
interactions, or to gain an understanding of how solvation is coupled to dynamics.

Most recently, our group applied a multi-scale model to HIV PR dynamics in which
full atomic detail was maintained for the protease, and aqueous solvent was modeled
using a continuum approa¢h.These simulations showed spontaneous conversions
between the bound and unbound crystal forms upon removal of an inhibitor, and
reversible opening of the flaps. The simulations of the inhibitor bound form were very
stable with no substantial conformational changes, thus providing additional support for
experimental results that the flaps participate in stabilizing interactions with the ligand in
the bound complex. In contrast, the behavior of the system changed dramatically in the
absence of ligand; the closed flap rearranged to semi-open form, similar to what was
observed in ligand-free protease crystal structures. More importantly, when these
simulations were extended to longer times, flexibility of the flaps produced transient
openings with large-scale rearrangements of the flaps and flap tip distances over 20A.
These fully open conformations were only transiently populated, and reproducibly
returned to the semi-open state, indicating that the opening events were not likely

artifacts caused by instability of the system or a poor quality model.
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Even though the direct observation of the fully open structure and of conversions
between three different flap conformations in atomic detail simulations was very
encouraging, the question of how relevant these open states were for ligand binding
remained unclear. To address this question, several stidfésvere conducted by
performing MD simulations following manual placement of either an inhibitor or a
substrate into the active site of HIV-1 PR protease with an open conformation. In those
simulations, the ligand induced the closing of the flaps in the closed conformation in an
asymmetrical way, as seen in all inhibitor bound HIV PR crystal structures. Significantly,
the asynchronous closing of two flaps observed in these MD simulations agree with a
novel X-ray crystal structure solved in both the wild-type and drug-resistant variant
complexes® with one flap intermediate and the other flap closed. Hence, both
experimental and theoretic studies suggest that a rearrangement of the ensemble of

conformations sampled by the protease-binding pocket indeed occurs on ligand binding.

In summary, recent experimental and theoretical studies provide compelling
evidence that HIV-1 protease assumes a well-defined ensemble of substates which are in
a dynamic equilibrium (Figure 1-11), and the dynamic behavior of protein is most likely
associated with its function. Thus, a thorough understanding of the fundamental
mechanisms underlying the interconversions between different conformations may open
new opportunities for developing protease inhibitors in which protease dynamics and

flexibility are explicitly targeted in the inhibitor design proc&Ss.
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Figure 1-11. Schematic representation of simulated transitions between the three protease
forms'*°. The closed flap conformation converts to semi-open upon removal of ligand.
Ligand induces the closure of the open form. Free protease exists in an ensemble of
different conformers, closed, semi-open and open forms, which are in dynamic
equilibrium.

1.2.3 Current HIV-1 PR Inhibitors

The understanding of the HIV life cycle was a major breakthrough in the discovery
of the available HIV drugs. Although there is not yet a cure for HIV/AIDS, 25 anti-HIV
drugs have been formally approved for clinical use and have greatly prolonged life by
delaying the onset of AID&’ Among these anti-HIV drugs, protease inhibitors (PIs)
have emerged as potent antiretroviral agents available for the treatment of HIV infection,
which were invented after the first three dimensional atomic structure was solved in
1989. The successful story of the clinical use of HIV protease inhibitors represents a
remarkable achievement of structure-based drug design. Most of Pls are designed so that

they imitate substrate binding at the active site of the PR in terms of hydrogen bonding
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behavior, thus blocking the replication cycle of HIV. To date, there are 10 FDA approved
drugs*?’ eight of them are peptide-like substrate analogues, including Saquinavir (SQV),
Ritonavir (RIT), Indinavir (IDV), Nelfinavir (NFR), Amprenavir (APV), Lopinavir

(LPV), Atazanavir (ATV) and Fosamprenavir (FPV). The two most recently approved

drugs are nonpeptidic, Tipranavir (TPV) and Darunavir (DRV).

Figure 1-12. Chemical structures of 10 FDA approved HIV PR inhibitors.

In spite of the great success of the currently used competitive inhibitors in
significantly reducing infection raté&® the efficacy of these drugs is limited due to the

natural selection of protease variants that are still catalytically competent but have lower
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affinity of the drugs than wild-type enzyme. Use of Pls for an extended period in the
treatment of HIV results in resistance of HIV protease enzyfétence, both academia

and the industry are rigorously exploring the structure of PR aiming to come up with new
ideas on designing new drugs that are more potent yet less prone to resistance.

One of the strategies that are being put in place is the modification of the already
available PR drugs. To this end, Schiffer in her earlier MD simulation Styztpposed a
model for overcoming resistance based on an observation of HIV-1 protease
conformation with flaps “curled” such that they allow substrate access to the active site.
In this conformation the hydrophobic tips of the flaps curl in and pack against the
hydrophobic inside wall of the active site groove. The authors suggested that this ‘open’
conformation is crucial and the inhibitors should be designed to lock the flaps in their
‘open’ conformation, and believed that such inhibitors would be less susceptible to the
development of drug-resistant variants. Later, to rationalize the design of new generation,
the same group proposed that a ‘substrate-envelope’ within the HIV-1 PR binding pocket,
defined by consensus volume occupied by the substrates, should represent a spatial
constraint for the inhibitor desidf’ inhibitors that fit within the ‘substrate-envelope’ are
less likely to be susceptible to drug-resistant mutations, since a mutation impacting such
inhibitors would simultaneously impact the processing of substrates.

In addition, classical andb-initio MD simulations revedf *? that protease
flexibility modulates the activation free energy barrier of the enzymatic cleavage
reaction. In drug-resistant mutants, the active site mutations are often associated with
mutations that partially restore the enzymatic function (compensatory mutations) and

frequently occur in regions distant from the active site. The mutations in these positions
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may enhance the catalytic rate of the protease mutants by affecting the flexibility of the

protein. While the authors provided a plausible explanation of how compensatory

mutations work, they did not suggest how this understanding could be extended to the
design of drugs that escape protease mutations.

Along this line, a crystal structure of the unbound HIV-1 PR for the multiple drug
resistant (MDR) 769 isolate (PDB code 1TW?7) in a ‘wide-open’ conformation was
reported:*® The authors indicated that drug resistance in this strain might arise at least
partly from the changes in the flap conformation, and presumably the inability of current
inhibitors to induce flap closing. However, as mentioned above, our previous MD
simulations suggest that the wide-open structure observed for MDR 769 is not caused by
the sequence variation, but instead is an artifact from crystal packiftus, this
structure may not be directly relevant to studies of inhibitor entry or to the cause of HIV-
PR drug resistance.

Another appealing explanation of resistance was provided by Freire based on
thermodynamic differences observed between substrate and inhifsitdrdn solution,
the peptide substrate has a higher flexibility than the synthetic inhibitors and therefore
suffers a higher conformational entropy loss upon binding. On the other hand, due to its
higher flexibility, the peptide substrate is more amenable to adapt to backbone
rearrangements or subtle conformational changes induced by mutations in the protease. In
contrast, the synthetic inhibitors are less flexible, and their capacity to adapt to changes in
the geometry of the binding pocket is more restricted. This hypothesis is supported by the
existing structural information for resistant mutants. For example, analysis of the

crystallographic structure of the resistant mutant V82A revealed a widespread
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rearrangement of the backbone around the binding pb€kie loss in binding affinity

by the synthetic inhibitors can be rationalized in terms of their inability to successfully
accommodate to a distorted binding pocket. Thus, these observations provide a plausible
explanation for the molecular origin of resistance. This finding should be helpful for the
design of novel and more effective drugs, e.g., by developing flexible inhibitors that are
capable of accommodating minor changes in the geometry of the binding site.

In addition, both previous computational and experimental studies have shown that
there are differences in thermodynamic stability among the alternate protease forms that
should be included when considering ligand binding affinity. Since the structure of the
transient open form was only suggested in recent molecular dynamics studies, the
description thus far has focused on thermodynamic differences between closed and semi-
open forms. For example, the free energy chan@ealculated by reaction path method
estimated that the semi-open form is more favorable than closed, with stabilization
contribution coming primarily from the entropic tetid.This analysis is consistent with
NMR relaxation data and is very reasonable given the high glycine content of the flap
tips. As was shown by calorimetric experiments, a large favorable entropy change is also
the major driving force for high binding affinity of current HIV-1 PR inhibitbf°
However, in this case it is the favorable solvation entropy associated with the burial of a
large hydrophobic surface upon inhibitor binding. On the basis of thermodynamic
analysis of wild-type and active site resistant mutant (V82F/I84V), Fieire ¥t al.
suggested that the V82F/I84V active site mutation lowers the binding affinity of the
inhibitors by affecting the binding enthalpy and to a lesser extent the binding entropy.

From a structural point of view, two different effects account for the less favorable
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binding thermodynamics: direct effects that alter the interactions between inhibitors and
protein and indirect effects that alter the energetics of the conformational rearrangement
of the protease upon inhibitor binding. Therefore, the free energy change associated with
the conformational change of the protein and ligand has to be included in any accurate
calculation of binding affinity°

These few examples of proposed mechanism of resistance raise several important
points. To preserve the function of the mutant protease (i.e. still efficiently cleave the
viral polyprotein) the enzyme can introduce alterations in the active site but the correct
dynamics or flexibility must be preserved, and/or the active site changes must be
compensated by the flexibility of the substrate. Since the competitive advantage of the
synthetic inhibitors’ strong binding likely arises from their rigidity, it has been rather
challenging to design flexible inhibitors that bind stronger than the natural substrate while
retaining the ability to adapt to a binding pocket that varies in shape. An example of such
flexible inhibitor is KNI-764 (also known as JE-2147) which was shown to remain potent
against MDR protease straifS. It was again demonstrated by calorimetric
measurement$ 42 that, in contrast to previous inhibitors, these second generation
inhibitors bind strongly mainly due to favorable enthalpy change.

Another strategy to evade mutations in the active site is to design inhibitors that
primarily form interactions with the backbone rather than side chains of the acti{’€ site,
144 such that mutations in the binding site may not effect the inhibitor binding. Moreover,
based on MD simulation and free energy calculatfofjou et al. proposed that when a
mutation occurs to a not-well conserved residue, presumably unimportant for viral

function, it impairs the binding of inhibitors more than substrates, such that causes drug
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resistance. Therefore, they suggest that an ideal drug should only form strong interactions

with the most conserved residues such as Asp25, Gly27, Ala28, Asp29, and Gly49.

1.2.4 Alternative Strategies

Sequence alignments have identified that there are five conserved domains in all
examined HIV sequences derived from treatment-naive patients, including residues 1-9
and 94-99 (N- and C- termini), 21-32 (active site core), 47-56 (flap region) and 78-88
(substrate-binding regionf® Thus, it has been suggested that compounds binding
conservative domains of the enzyme outside the active site might be ‘resistance-
repellen’!?® Moreover, inhibitors targeted to the domains outside the active cleft might
show a synergistic effect to the conventional active-site targeted compounds. Finally,
blocking an earlier event in the maturation pathway of the virus, such as HIV PR
dimerization, could constitute an alternative strategy to the conventional targeting of the
active site and lead to potent inhibitors for PR mutants.

As mentioned earlier, HIV PR is only active as a dimer, in which each of the two
catalytic aspartates is contributed by one monomer. Experimental studies have shown that
there is an equilibrium between the monomer and dimer of HIV-¥*PRalthough the
dimer dissociation constant ¢K varies over a range of 40-fold, from 39pM to
0.4uM,**° depending on assay conditions. Therefore, blocking the dimerization of the
protease monomers could be an effective means for inactivating the er2yfse.
mentioned above, the two monomers interact with each other at different regions; one

major dimer interface region is a four-stranded antipargdieet composed of the two
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N-termini (residues 1-4) interdigitating the two C-termini (residues 96-99), which was
suggested to contribute to 75% of the stabilizing enEgyhus, this highly conserved
dimer interface region represents an attractive target for development of ligands
preventing dimerizatiof?>*** Submicromolar inhibitors were obtained when using a
flexible linker*>>**° or more rigid scaffold$>"**® In addition, novel interfacial peptides
which are tethered through their side chain have shown more potency with a low nM
inhibition constant®® Although designed agents have had good dimerization inhibitory
activity against HIV-1 PR, they suffered from their high molecular complexities. To
overcome this drawback, truncation and mutation studies were performed to find the
minimal structure necessary for activity. Modification of the termini of an interfacial
peptide by attachment of a lipophilic group and alkyl chains has shoimptove both
the inhibition potency and the specifici§:*** A highly potent HIV-PR dimerization
inhibitor is an alkyl tripeptide, palmitoyl-Leu-Glu-Tyr, witkq of 0.3 nM. In addition,
other interface peptides have been reported to inhibit the dimerization of HIV-1 PR by
forming a disulfide bond with the Cys95 resid&'®*Moreover, interface peptides with
a cell permeable domain (CPD) derived from HIV-1 tat also exhibited dimerization
inhibition, yet with Ki values in low micromolar rand¥. Also, a monoclonal antibody
targeting N-terminal of HIV PR (residues 1-6) inhibits activity of both HIV-1 and HIV-
2.165—166

Besides a significant effort to develop dimerization inhibitors of HIV PR and
characterize their binding on a structural I\élthere is also great interest to develop
allosteric inhibitors that do not directly compete with substrate for the same binding site

but indirectly change the flexibility of the protease such that the thermodynamic balance
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of the closed, semi-open, and open ensembles is stift@tie possibility of allosteric
inhibitors of HIV protease was suggested previoti¥ly °and it has been argued that the
presence of allosteric site is very likely for all dynamic protéththat exist as a
population of conformational states. The allosteric inhibitors do not compete with natural
substrate and thus their effect is not decreased by higher concentration of the substrate.
As a result, considerable effort has been invested in the identification of allosteric sites in
HIV-1 PR.

Based on molecular dynamics simulations that showed anticorrelated behavior
between flap opening and compression of the allosteric site in the elbow region,
McCammon et al. suggested targeting the protease elbow regions (see Figure 1-6) as an
allosteric site?* With the exception of an insertion in position 35, no resistance
mutations are associated with this region. Thus, the flap elbow might represent a
promising drug target. It is interesting to note that the experimentally determined
structure with an open binding pocKét(the crystal structure of the MDR isolate
discussed above) indeed has a crystal packing contact involving insertion of residues
from a symmetry-related neighbor into the elbow redf8ithus providing evidence that
this site may be a promising candidate for allosteric inhibition.

Recently, Carlson and co-workers presented a novel mode of action for HIV-1 PR
inhibitors: modulating the conformation behavior of HIV-1 PR by targeting the flap-
recognition sité® inspired by the observations of a 5-7 A shift from the apo form when
the flaps close over the active site, and an inward rotation of each monomer including the

reversal of flag‘handedness'®
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Another potential target for allosteric inhibition is the dimer interface at the N-, C-
termini region. NMR experiments measuring backbone amide chemical exchange
transverse relaxation ratéSindicated that the flexibility in the four-strand@esheet
dimer interface increases upon inhibitor binding, suggesting a coupling between the
binding site and the dimer interface. This coupling (even though in the opposite direction)
is also observed in the crystal structure of a free HIV-1 protease in which the N- and C-
termini of the two protease monomers were teth&fdnlike all other crystal structures
of the free protease, this ‘monomeric’ protease exhibits the closed flap conformation. In
addition, an interesting repdft demonstrated that some of the inhibitors initially
designed to prevent dimerization actually did not disrupt the dimer interface and yet
showed substantial protease inhibition. The authors thus concluded that these compounds
acted as allosteric inhibitors binding at the dimer interface, indirectly reducing the
binding affinity of the substrate.

Further evidence that these sites may provide useful targets for allosteric inhibitors
has been shown by, Rezacova et@who developed monoclonal antibodies with potent
inhibition of the protease function. These targeted two non-binding site regions of the
enzyme: one corresponds to residues 36-46 (flap elbow) and the other to residues 1-6 (N-
terminal) at the dimer interface. The proposed inhibition mechanism based on the crystal
structure of the antibody fragment in complex with the 36-46 epitope peptide postulates
that antibody binding prevents flap closure over the active site. Moreover, another
example of potentially exploitable allosteric inhibition was reported for beta-lactam
compounds’® The authors demonstrated that the inhibitors are noncompetitive, and they

only interact with ligand-bound enzyme. In addition, they suggested the mechanism of
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inhibition through interaction of beta-lactam compounds with the closed flap region of
the enzyme-substrate complex.

In light of the functional significance of the flaps which undergo conformational
changes upon ligand binding, another alternative inhibitory mechanism previously
proposed is to target the thermodynamic balance of different conformations of the flaps.
One example of inhibitors against the flap region are Nb-containing polyoxometalates
(POMs)™ They bind to a cationic pocket on the outer surface of the flaps involving
residues Lys41, Lys43, and Lys55, and exhibit both high selectivity and activity against
HIV-1. The noncompetitive inhibition mode was further confirmed by the computational
studies as well as the kinetics and binding studies. In addition, a recent fragment-based
crystallographic screening against HIV-1 PR has also identified small molecules which
bind to two novel sites outside the active site of the PR dimer in its inhibitor-bound,
closed conformatior®, corresponding the 'exo site' adjacent to the GI@El$17 and
GIn18 loop and the 'outside/top of the flap' encompassing Trp42, Pro44, Met46, Lys55,
Val56 and Arg57. Thus, both studies provide experimental evidence for the outer surface
of the flap as a potential new target site for allosteric inhibitors.

Another example of inhibitors targeting the flap conformation is metallacarborane-
based’® compounds. The metallacarboranes bind to the hydrophobic pockets as in the
flap-proximal region of the enzyme, above the site for conventional active site inhibitors.
The authors proposed that these compounds block up flap closure in addition to filling the
binding pocket as conventional Pls.

Thus, these studies provided experimental confirmation of the existence of allosteric

binding sites that were predicted in previous simulations, and support the idea that
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various conformations of the flaps can be specifically targeted to control PR activity,
demonstrating the possibility for allosteric control of HIV protease. To this end, the
conformation behavior of the flap region has been extensively studied theoréticaffy.

However, sampling large magnitude conformational changes of HIV- 1PR has been

hampered by the long timescale suggested by NMR relaxatior'data

1.3 Overview of My Research Projects

As a powerful tool to provide a detailed, atomic resolution model for time-dependent
structural evolution, MD simulations can provide estimates of the energetics associated
with different HIV PR states. Thus, in the present study, we employed MD simulations to
investigate the structure and dynamics of HIV-PR. This dissertation contains four
research projects aimed to obtain insight into the mechanism underlying these
conformational changes of HIV-1 PR and drug resistance caused by mutations of viral
proteins. Some of this work was conducted in close collaboration with the

experimentalists in Gail Fanucci’s lab at the University of Florida.

1.3.1 Exploring Rearrangements between the Closed and Semi-open

Conformations of HIV-1 PR by MD simulations

To obtain insight into the mechanism underlying the conformational changes of
HIV-1 PR, we performed microsecond-long simulations of an apo wild-type HIV-1 PR.

In these simulations, multiple and reversible interconversions between different
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conformations of HIV-PR were captured, thus providing a unique opportunity to
investigate the mechanism underlying these transition dynamics. We first explored the
transition mechanism between the closed and semi-open forms, the two most populated
conformations in both experiments and MD simulations. Detailed structural analysis
suggests that the rearrangement of flap from the closed to the semi-open conformation is
likely induced by the twisting of the backbone of the flap tips, caused by the rotation of
the backbone of the flap tips owing to intrinsic properties of the glycine residues on the
flap region. The backbone rotation, in turn, disrupts the interflap interactions such as
interflap hydrogen bonds between the two flap tips as well as the intermonomer
hydrophobic contacts between the flap tip lle50 residue and the hydrophobic residues

from its symmetry-related monomer.

1.3.2 Investigating the Gating Dynamics of the Flaps

In one of our microsecond simulations, transient and reversible full opening of the
flaps was captured. The detailed structural and energetic analyses reveal that it is the
various binding interactions of the dimer interface that governs the gating properties of
the flaps; the opening of the flaps results from the concerted partial dissociation of the
dimer interface facilitated by water dynamics. The significance of the inter-subunit
interactions along the dimer interface in the gating dynamics is further supported by the
subsequent simulations on a double mutant system (R87K/D29A), in which the flaps
opened more often and rapidly due to the decreased dimerization energies. More
significantly, this working model offers a novel site for allosteric regulation of the gating

dynamics of the flaps; targeting the highly conserved yet weak region of the dimer
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interface encompassing the singlaelix (residues 86-94) and tReurn (residues 4’-97)

may affect the equilibrium of different conformational states, and thus inhibits its
catalytic activity. It is worth noting that since all currently approved FDA Pls target the
closed conformation, developing of inhibitors targeted to the open flap conformation with

a different binding mode might be an alternative to circumvent the cross-resistance.

1.3.3 Solution Structure of HIV-1 Protease Flaps Probed by
Comparison of Molecular Dynamics Simulation Ensembles and

Electron Paramagnetic Resonance (EPR) Spectra

Previously, Fanucci’'s group performed site-directed spin labeling (SD&Iderive
conformational flexibility of the flaps in the absence and presence of inhibitor
(Ritonavior), viaelectron paramagnetic resonance (EPR) spectroscopy measurements of
dipolar coupling of the unpaired nitroxide electrons in spin labéisched toK55C
/K55'C on the flaps of LAl consensus sequehédhis work is particularly notable since
for the first time, experiments characterized the extent of flap opening in an unbound
form, and different conformations and flexibility of the flaps in the bound and unbound
forms were able to be distinguished as well. Yet owing to the intrinsic experimental
limitations, there is a need &stablish the correlation between EPR-measured interspin
distances and structural and dynamic features of the flaps. For this purpose, we
performed a series of MD simulations in explicit solvent on the dakheconsensus
sequence in the bound and unbound forms. The reconstructed distance distribution

profiles from our MD simulations of the both bound and unbound protease agree quite
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well with EPR measuremerBoth experimental and theoretical studies characterized the
restricted fluctuations in the presence of the inhibitor comparing with those in the
absence of the inhibitor, providing further evidence that a rearrangement of the flap
region undergoes upon ligand binding. Moreover, it is most likely the semi-open form is
the dominant conformation of the unbound LAI consensus sequence of HIV-1 PR in
solution. In addition, this work not only confirms the robustness of our protocol, but also
that MD simulations have reached a stage where structural and thermodynamic properties
of biological systems can now be reproduced and predicted. This work was published in

Journal of the American Chemical Society (JACS) in 2008.

1.3.4 Exploring Drug Resistance Mechanism by the Combination of

MD Simulations and EPR Spectroscopy

The emergence of multi-drug-resistant strains creates an urgent need to develop
novel drugs. Deeper insight into the effect of resistance mutations on the structure and
dynamic behavior of HIV-1 PR would greatly facilitate the design of inhibitors that could
overcome resistance. We collaborated with Gail E. Fanucci and her colleagues to study
the flap conformations of two drug-resistant HIV-1 protease constructs, MDR’ and V6'.
Again, MD simulations accurately regenerate the experimentally determined distance
profiles and provide structural interpretations of the EPR data. The combined analyses
show that the average conformation of the flaps, the range of flap opening and closing,
and the flexibility of the flaps differ markedly in HIV-1 PR as multiple mutations arise in

response to antiviral therapy. Thus, both experimental and theoretical studies provide
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valuable insight into the coupling of drug resistance and protein backbone conformational
flexibility. We suggest that the limited conformational opening of the flaps inmigt

alter the ability of the inhibitor, and possibly substrate, to enter into the active site cavity,
whereas in MDR769 the longer average semi-open distance might increase the free
energy cost for the flaps to close tightly accommodating inhibitor or substrate. This work

was published in JACS in 2009.
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Chapter 2

Exploring Rearrangements between the Closed and
Semi-open Conformations of apo HIV-1 PR by MD

simulations

Abstract

HIV-1 protease (PR) remains a prime target of anti-AIDS drugs. The flaps of HIV-1
PR are known to be highly flexible and undergo substantial conformational changes even
in the absence of a ligand. A complete understanding of the detailed mechanism of the
flap dynamics is crucial in rational design of more effective treatment regimes. Here, we
present a hypothesis, based on microsecond molecular dynamics simulations of an apo
protease, describing how the twisting of the backbone of the flap tips transforms the
geometry of the3-hairpin structure of each flap from the ‘closed’ conformation to the
‘semi-open’ one, most likely owing to the intrinsic flexibility of the glycine residues. In
addition, the twisting of th@-hairpin disrupts the interflap hydrogen bonds between the
two flap tips, as well as van der Waals contacts between the flap tip lle50 residue and
hydrophobic residues from the symmetry-related monomer. The disruption of the inter-
monomer interactions facilitates swapping the Ile50 residue between the two hydrophobic
clusters within each monomer. To verify that the dynamics of the flap tip 1le50 residue is
a key determinant of the conformational rearrangements, rather than just a measurement

of the motion accompanied with the transition between the closed and semi-open forms,

49



two subsequent single mutant simulations (I50A and I50W) were carried out. Neither
mutant system assumed the proper closed form seen in the wild-type simulations. Thus,
our transition mechanism sheds insight into the dynamics of HIV-1 PR, implying the
invariance of the flap tip residues Gly49 and 1le50, and highlighting the significance of
maintaining a favorable hydrophobic environment within each monomer in protein

dynamics.
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2.1 Introduction

HIV-1 PR is essential for the life cycle of the virus. It cleaves the Gag and Gag-Pol
polyprotein precursors to produce the mature and functional Gag and Pol proteins; in the
absence of HIV-1 PR activity, the viral particles are noninfecftddé’ The introduction
of multidrug HIV treatment regimens referred to as highly active antiretroviral therapy
(HAART),'"® has dramatically extended the progression time between HIV infection and

the development of AIDE® However, the success of the treatment has been hindered by
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the increasing drug-resistance observed in clinical HIV strains following long time
treatment, caused by short life cycle and high error rate of viral replication, as well as the
pressure of natural selectidfi’

To develop novel inhibitors which are more potent yet less prone to resistance,
continuing efforts have been made to elucidate the structure and dynamics of this protein
and have yielded valuable information. X-ray crystallography has resolved diverse crystal
structures for apo HIV-PE! including the ‘semi-open’, ‘wide-opeli* and ‘closed’
forms!® The heterogeneity of the apo structures might reflect the intrinsic flexibility of
the flap regions; however, it could also be an artifact of the crystallization conditions
and/or the crystal packif§. ®> Nonetheless, Nuclear Magnetic Resonance (NMR)
relaxation studi€s® ***®have also identified the flexibility of flaps in the apo state and
predicted a slow (us timescale) equilibrium among different conformers. Recent pulsed
Electron Paramagnetic Resonance (EPR) measurenielifs®’have also characterized
the increased flexibility of the unbound form. Although these studies have provided
invaluable information about the protein’s structure and dynamics, the determination of
the details of coupling between the dynamics of individual residues, flap conformational
changes, and drug resistance has not been experimentally accessible.

To this end, MD simulations have been employed as a powerful tool to explore the
dynamics of the flaps associated with the enzymatic function of the protease. It has been
well established that the flexible flaps govern the access of ligand to the active site. The
flaps need to completely open in order to give a ligand access to the active site, and they
must close once the ligand is positioned appropriately in the binding pocket to allow the

subsequent cleavage event to occur. Other than these facts, no agreement regarding the
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transition mechanism of the flaps has been reached, and various mechanisms have been
proposed by different group¥: 8 1% 188191 Therefore, there is still a need for a
thorough understanding of the issues that govern HIV-PR flap dynamics, which could
have profound implications for designing new therapeutic agents such as allosteric
inhibitors, which prevent the flafiom changing conformation and thereby interfere with
substrate binding and/or catalytic function.

Previously, we performed all-atom MD simulations on an apo HIV-1 PR with a
continuunsolvent representatidh and reproducibly sampled transitions among different
conformations of the apo state. However, it has been reported that this simplified model
has provided results only in qualitative agreement with the data obtained with the explicit
solvent or experimental observations, likely owing to the insufficiency of the implicit
solvent model to accurately describe the interactions between hydrophobic groups or to
the gross overestimation of electrostatic energy between the charged groups
(overstabilizing salt bridges}: °® 1919 Additionally, the use of an implicit solvent
model did not provide an opportunity to probe the solvent dynamics, which are coupled
with the protein dynamic¥. Therefore, exploring the dynamics of HIV-1 PR with
explicit solvent is highly desirable to resolve several fundamental questions associated
with the catalytic function.

In the present work, we carried out unrestrained all-atom MD simulations on an apo
wild-type HIV-1 PR using an explicit solvent model, initiated from two distinct
conformations, the closed and the semi-open. The implementation of a high temperature
(375K) and the microsecond timescale allowed extensive sampling of conformational

space in both simulations, and captured reversible and multiple interconversions among
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different conformers. In this present work, we are aimed to elucidate the transition
mechanism between the closed and semi-open form, the two major crystal structures of
HIV-1 PR. These results might shed insight into the nanosecond timescale motions of the
flaps of HIV-1 PR, providing important guidelines for design of novel potent inhibitors.

To this end, we propose that the rearrangements between these two forms are most
likely induced by the twisting of the backbone of the highly flexible flap tips, with the
sequence Gly48-Gly49-1le50-Gly51-Gly52; this backbone twisting in turn disrupts the
intra- and inter-flap hydrogen bonds as well as van der Waals (vdW) interactions between
the flap tip residue lle50 and the hydrophobic clusters within each monomer. In addition,
to investigate the role of 11e50 in the protein dynamics, two single mutant simulations
were carried out by substituting lle50 to either Ala or Trp. In either mutant, the flaps
cannot properly close. Thus, these simulations highlight that a hydrophobic residue with
the correct size and hydrophobicity is required at position 50 to allow the tip of the flap to
undergo the conformational change and bury itself in the hydrophobic core within each
monomer. Moreover, this study also provides a theoretical justification of the inhibition
mechanism of a novel inhibitor cla®8,which binds in the hydrophobic cluster within

each monomer, thus preventing the flaps from assuming the proper closed conformation.

2.2 Methodology and Model Systems

2.2.1 Initial Preparation
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MD simulations were performed on the same sequence of an apo wild-type HIV-1
protease (PDB ID code 1T$8) with both catalytic Asp residues modeled as Asn to be
consistent with the crystallographic experiments, and initiated from two distinct
conformations. The simulations are termed as MDclosed and MDsemi-open simulation,
respectively, according to their initial conformation in the following context. The closed
form with the coordinates obtained from a complex X-ray structure after removal the
substrate, and the semi-open form with the coordinates from an unliganded crystal
structures (PDB ID code 1HH®). The residues of the protease monomers labeled as A
and B in the crystal structure were numbered 1-99 and 1’-99’, respectively. Missing
hydrogens were inserted by the LEaP module in the AMBER 9.0 software patkage.
The ff99SB? force field was used to describe the protein parameters.

For the additional two single mutant systems, the coordinates for the two starting
structures, closed and semi-open forms, were also taken from the same crystal structures
as in the wild-type simulation, 1TSU and 1HHP, respectively, with a single mutation
(I50A or I50W) introduced by Swiss-PdbViewef.

Simulations with explicit solvent used TIP3P water mtfdehd each system was
solvated in a truncated octahedron periodic box containing 6451 fIRg&er
molecules. The distance between the edges of the water box and the closest atom of the
solutes was at least 7A. The time step for all simulations is 2fs. Bond lengths involving
hydrogens were constrained using the SHARBIgorithm. An atom-based cutoff of 8A
was used for non-bonded van der Waals interactions. The long-range electrostatics was

calculated using the particle-mesh Ewald method (PWE).
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2.2.2 Minimization and Equilibration Protocols

Before MD simulations, the two wild-type systems were subject to energy
minimization in three stages to remove bad contacts between the complex and the
solvents molecules. Firstly, the water molecules were minimized by keeping all heavy
atoms of the solutes restrained with a force constant of 50 kcal/ (faBdécondly, the
restraint force constant was then reduced to 10 kcal/ (fjolike entire systems were
finally minimized without restraints. At each stage, the steepest descent minimization of
500 steps was performed followed by a conjugate gradient minimization of 2500 steps.
The systems were then heated gradually from 100K to 300K in 100ps bivder
condition using the Berendsen algorififrwith a coupling constant of 0.5ps, with all
heavy atoms of protein restrained by 10 kcal/mbl#ree stages of equilibration each
lasting 50ps were followed undBIPT condition with a coupling constant of 1ps and a
constant pressure of 1atm. During the first two stages, positional restraints were imposed
firstly on all the heavy atoms, and then on the backbone with a force constant of 1.0
kcal/mol-&. Finally, a short equilibration of 20 ps without any restraints was performed.

To alleviate steric clashes caused by a single mutation, especially the bulky residue
Trp, the two single mutant systems were first subjected to a stepwise minimization and
equilibration in the presence of the implicit solvent using a modified Generalized Born
(GB) model*® It starts with one thousand steps of steepest descent minimization with
positional restraints used first on the introduced mutated residue (I50A or 1I50W), then on
all heavy atoms, and finally on only backbone atoms. Restraint force constants were

decreased from 50, 10 to 1 kcal/mdliA each stage. All atoms were finally permitted to
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move freely. After initial minimization, the mutated systems were heated up from 100K
to 300 K over 100ps. The temperature was controlled using Langevin dynamics with a
reduced solvent viscosity (collision frequency of fpand a time step of 1fs. The
systems were then subjected to a three-step equilibration over 150ps. Positional restraints
were applied to the backbone atoms with force constants of 5 to 1, 0.1 kcal/ {molA
respectively. Thereafter, the systems were solvated in a truncated octahedron periodic
box containing 5953 and 7641 TIP8Water molecules for the two I50A system starting
from closed and semi-open states, respectively; 5955 and 7626 TIP3P water molecules
for the I50W systems starting from the closed and semi-open state, respectively. Then all
mutated systems were subjected to stepwise equilibration following a procedure as

described above for the wild-type system.

2.2.3 Production Runs

The configurations from the above equilibration stages were used as the starting
points for the production runs. For the wild-type, two different temperatures were used
for each configuration, 375K and 300K. At 375K, the production runs were extended to
one microsecond for the MDclosed simulation, a4@Dns for the MDsemi-open
simulation.Each production run was only extended to 100 ns at 300 K. For most results
reported in the following, the high temperature simulations were used due to the fact that
the lower temperature simulations had little structural changes during the simulations.

The high temperature simulations were done with the NVT ensemble with a coupling
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constant of 1ps. The temperature was controlled by the Berendsen theffficEtat.

coordinate sets were saved at every 10 ps for subsequent analyses.

2.2.4 Data Analysis

Root-mean-squared deviation (RMSD), distance, radius of gyration (Rg) of
hydrophobic cluster, torsion angles and atomic fluctuation were calculated using the
PTRAJ module in the AMBER10 software packag@he atomic position fluctuations
were computed for the backbone atoms (M, &d C), the initial closed structure was
used as the reference. Molecular graphics were prepared by 2VEyMol' and

Chimera?®:

2.3 Results and Discussion

2.3.1 Structural Differences in the Closed and Semi-open
Conformations

MD simulations were performed on the same sequence of an apo wild-type HIV-1
protease (PDB ID code 1T$8) starting from two different structures, the closed and the
semi-open conformations, corresponding to the bound and unbound form of HIV-1 PR,
respectively. The preparation of the two models can be found in the Methods section. As
revealed by hundreds of X-ray crystal structures of HIV-1 protease that have been

resolved in bound and unbound forms, the active enzyme jssgn@netric homodimer
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with a binding pocket covered by twp-hairpins, or so called flaps. Large-scale
mutagenesis has been done to identify the side chains required for PR activity at each
residue in the flap regiof?? Met46, Phe53 and Lys55, whose side chains direct outward
toward solvent, are the most tolerant to substitutions; lle47, 1150, 1le54 and Val56, with
the side chains pointing inward toward the active site, only tolerate a few conservative
substitutions; and the Gly-rich region, Gly48, Gly49, Gly51, Gly52, which easily
accounts for the high degree of mobility demonstrated in this region by NMR, is highly
conserved?®® Moreover, a recent study using MD simulation and MM-GBSA calculation
has also revealed that the residues in the flap region, lle47, Gly48, Gly49, and lle50,
greatly contribute to inhibitor binding affinity?>

In spite of the above common structural features, the conformation of the flap region
clearly differs in the ‘closed’ and ‘semi-open’ form. As illustrated in Figures 2-1b, in the
‘closed’ form, both flaps are pulled in toward the bottom of the active site, making
contacts with each other by forming an inter-flap hydrogen bond between Ile50
(acceptor) and Gly51’ (donofj.Additionally, lle50 from one monomer is positioned into
the hydrophobic cluster within the other monomer, encompassing the side chains of
Val32’', lled7’, lle54’, Val56’, Pro79’, Pro81 and Val82’, thus making close van der

Waals (vdW) contacts with these hydrophobic residues, referred to as the ‘intermonomer

hydrophobic cluster’ in this context.
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Figure 2-1. a) The closed conformation (PDB code: 1TSU, with the substrate stripped
out). b)The semi-open flap conformation (PDB code: 1HHP). The flap residues (44-55)
are rendered by ‘Licorice’ in VMD. The flap tip residue Ile50 is rendered as ‘VDW’ and
colored in orange in monomer A, in purple in monomer B. Asn25/25’ at the active site
are rendered by licorice and colored in red. For clarity, only the side chains of
hydrophobic residues on the loop region of each monomer are shown, including
Val32/32', 1le47/47", 1le54/54’, Val56/56’, Pro79/79’, Pro81/81' and Val82/82’, and
rendered as both ‘Licorice’ and ‘Surf’ (residues on monomer A are colored in orange;
residues on monomer B are colored in purple). It is worth noting that the relative
orientation of the two flaps (the handednesses) is switched in the bound and unbound
form.
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While in the semi-open structure (Figure 2-1b), the two flaps are no more than 7.7 A
apart, and no hydrogen bond exists between the tips of the two flaps. Both flaps are
pulled up and shifted away from the active site, but still substantially cover the binding
pocket. It is worth noting that relative orientation (the handedness) of thg-ihawpin
flaps is reversed between the closed and semi-open states. In contrast to the closed state,
the orientation of the flap tips in the semi-open form leads to the proximity of 1le50 to the
residues on the 80s loop (residues 79-81) and Val32, lle47, lle54 and Val56 from the
same monomer, thus forming van der Waals interactions with these hydrophobic
residues, termed as the ‘intramonomer hydrophobic cluster’ in this context. Notably, the
side chains of 11le50 and Phe53’ from the opposite flap form a stabilizing contact. In
addition, the aromatic ring of Phe53 is positioned above the opposite strand of the same
flap, likely forming aromatic-amide and Ciklinteractions with the backbone amide and
the H-Gx groups of Gly48/Gly49. Both types of weakly polar interactions might also
contribute to the stability of the local structure.

It is worth noting that the crystal packing contacts may also contribute to the overall
stability of the semi-open form, as suggested by earlier sttfdi¥s: 2 Figure 2-2
illustrates the crystal packing interactions around the flap region in the semi-open X-ray
structures. It is evident that the side chains of residues GIn61l'and GIn92' from a
monomer in a neighboring dimer hydrogen bond with the backbones of the lle50 and
Lys54 residues on the flap in the central dimer, respectively. Therefore, it is possible that
the unbound enzyme might adopt a different conformation in the absence of the crystal

environment.
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Q92
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Figure 2-2. A detailed view of the ‘semi-open’ (PDB code 1HHP) crystal packing
interactions around the flap region. The backbones of 1le50 and Lys54 (colored by atom
type) on the flap of the central dimer hydrogen bond with the side chains of residues
GIn61 and GIn92 (colored by atom type) from a neighboring dimer.

2.3.2 Temperature Dependence of Atomic Fluctuations

To explore the conformational space available to the protease in the simulations, MD
simulations were performed at an elevated temperature (375K). We note that there may
be significant differences between the high-temperature and physiological temperature

free energy landscap&¥;%®>in many cases, however, the nature of protein transitions
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appears to be largely temperature independ&ht’ A comparison of the & atomic
fluctuations from the MD simulations at two different temperatures (Figure 2-3), 300K
and 375K, further confirms that the dependence of the magnitude of fluctuations on the

temperature is relatively small.

Figure 2-3. Comparison of the atomic fluctuations from simulations at 300K (purple line)
and 375K (green line). Error bars reflect the difference between the two runs at the same
temperature, starting from different conformations, i.e., closed and semi-open forms.
Although the magnitude of fluctuations was much higher at 375K, the overall protein
dynamics was not greatly perturbed by the high temperature. At both temperatures, high

atomic fluctuations occurred in the flap (residues 45-55) region, the N, C-termini

region(residues 1-4, 96-99), the flap elbow (residues 37-42), the canfilawer region
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(residues 66-69And short regions around Glyl7 and Thr80. Whereas other regions in
HIV-1 PR only exhibited small fluctuations (< 1A). Thus, this comparison suggests that
the transitions observed in this work may reflect the actual dynamics of the flaps, and are
not indicative of any instability of the system caused by the high simulation temperature.
However, we note that the application of the high temperature could lead to under-
sampling of the low energy subsites since the high temperature enhances sampling near
the transition state by increasing energies everywhere else. Thus, the conformational
subsites sampled in the high temperature MD simulation may be different from those at a
low temperature, as well as the distributions of these subsites. As a result, the use of high
temperature precludes us from exploring the energy difference among various

conformations at low biological temperature, associated with drug resistance.

2.3.3 Flap Conformations Observed During the Trajectories

To monitor the conformation of the flaps in the molecular dynamics structures, we
calculated flap @ RMSD by superimposing the simulated system with the two crystal
structures, the closed (PDB ID code 1TSU) and the semi-open structure (PDB ID code
1HHP), by fitting the G atoms of residues 46-55 of both monomers. This metric has
been employed in our previous implicit solvent simulatibng/e also monitored €
RMSD of the non-flap region between the molecular dynamics structure and the semi-
open crystal structure. The results from the two simulations starting from different

structures are presented in Figures 2-4 and 2-5, respectively.
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Figure 2-4. a) Time evolution ofdd RMSD of the flap region. b) Time evolution o&.C
RMSD of the non-flap region with respect to the semi-open crystal structure.

As seen in Figure 2-4a, in the MDclosed simulation, the flaps underwent significant
fluctuations during two periods, 97ns-216ns and 385ns-558ns. The initial large deviation
from the original closed structure was observed after ~97ns. The two flaps then
rearranged to the semi-open state at ~104ns prior to sampling a flexible ensemble of
structures that are neither semi-open nor closed with both #aRMSDs being > 4A to
the two references. (The structural features of this novel conformation will be discussed
in detail in the following section). The semi-open flap conformation, however, was still
sampled multiple times thereafter before the two flaps returned to the closed
conformation (at ~216ns). Over the course of the second transitional period (385ns-
558ns), the flaps converted from the closed state to a more flexible ensemble with the

dominance of the semi-open form, as indicated by consistently low values ofaflap-C
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RMSD with respect to the semi-open reference (red line in Figure 2-4a). Significantly,
the high flexibility of the semi-open conformation produced a full flap opening around
509ns, as manifested by flapt®&MSD values to both references being > 8 A. The flaps
reverted back to the semi-open conformation after the transient opening event, and
eventually returned to the closed conformation after 558ns. No large deviations were
observed afterwards till the end of this one psec simulation.

Whereas non-flap regions did not experience substantial changes (Figure 2-4b), with
non-flap-Gx RMSD of ~2 A even during the transitional periods; yet with the only
exception of the wide-opening event (509ns~512ns), increasing up to 5 A, indicating that
certain residues outside the flaps are involved in this large-scale conformational changes.

(The mechanism underlying this opening event will be discussed in detail in Chapter 3.)

Figure 2-5. Time evolution of € RMSD of the flap region (a) and non-flap regions
during the MDsemi-open simulation. the flap RMSD are colored using the same color
code as in Figure 2-4a.
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As observed in the MDclosed simulation, the two flaps also exhibited substantial
flexibility over the course of the simulation starting from the semi-open state (Figure 2-
5a). The tips of the two flaps separated at the early stage (at ~20ns). Then the two flaps
spontaneously rearranged to the closed form and maintained this structure for a long
period of time (~160ns). Nonetheless, the semi-open state was still revisited not only
from 178ns~202ns, but also from 221ns~237ns. Eventually, the flaps returned to the
closed state after 230ns and stayed in this structure until the end of the simulation.
Consistently, non-flap regions did not exhibit large conformational changes (Figure 2-
5b), with non-flap-G@ RMSD of ~2.5 A along the entire simulation.

It is worth mentioning that in our previous MD simulations of apo HIV-1 PR by
using a continuum generalized Born (GB) model, reversible and multiple conformational
changes were also captured. The flaps, however, underwent much more rapid structural
rearrangements, transitioning from the closed to semi-open form near the beginning of
the simulation and reaching large-scale flap openings after 27ns. In addition, the
ensemble of unbound structures was dominated by the semi-open conformation in the GB
simulations. We realize that the greater plasticity of the flaps in the implicit solvent
simulations may be due to the lack of friction from the water molecules. Additionally, the
preference of the semi-open flap conformation in the GB simulations may be owing to
the lack of the description of the hydrophobicity in implicit solvent model, which plays a
significant role in the stability of HIV-1 PR®2?%due to the fact that nearly 45% of the
amino acid residues of HIV-1 protease are hydrophobic.

Nonetheless, please note that the free energy difference between the closed and semi-

open states could be as little as < 1kcal/mol, as estimated by the potential of mean force
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(PMF) profiles obtained in the explicit and implicit solvent simulations, respectively
(Figure 2-6). In addition, a previous calculation of free energy along the reaction path
connecting the semi-open and the closed conformatfoalso predicts that the semi-

open conformation is approximately 7kcal/mol more stable than the closed conformation,
and that entropic freedom of the semi-open state in solution is responsible for the free
energy difference. Based on both results, it can be inferred that the errors between the
two solvent models should be relatively small. Thus, although the quantitative
disagreement exists between the implicit and explicit solvent simulations, both types of
simulations provide solid evidence that the true ensemble of apo HIV-PR might cover the

complete structural heterogeneity as observed in both ¢iystatl MD simulation§> **

Figure 2-6. The PMF profiles from the explicit solvent (black line) and the implicit
solvent (red line) simulations, as a function of FlapRIMSD with respect to the closed
X-ray structure. Both simulations are started from the closed form (PDB code: 1TSU,
without the substrate.
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2.3.4 Local Dynamics of the Flap Tips

To analyze the local dynamics of the flap tips, we calculated the intra-flap hydrogen
bonds as well as the backbone dihedral angles of the flap tips, Gly48, Gly49, 1le50,
Gly51 and Gly52. As shown in Figures 2-7 and 2-8, in both simulations, thé-flap
hairpins were well maintained, and the intra-flap hydrogen bonds were always present

with the exception of the tip hydrogen bonds between Gly49 and Gly52, respectively.
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Figure 2-7. Time evolution of the intraflap hydrogen bonds within flapA (top) and flapB

in the MDclosed simulation. Most hydrogen bonds are stable, and thus result in a stable
B-hairpin structure with the exception of the tips (residues 49-52). Running averages over
100 data points (red line) are also shown.
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Figure 2-8. Time evolution of the intraflap hydrogen bonds within flapA (top) and flapB

in the MDsemi-open simulation. Consistent with MDclosed simulation, most hydrogen
bonds are stable except the tip hydrogen bonds between Gly49 and Gly52. Running
averages over 100 data points (red line) are also shown.
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The above observation is in consistent with NMR ddtdwhich indicate that large
amplitude angular fluctuations of flap residues are restricted to residues 49-53 at the tips
of the flaps. The high flexibility of the tips of the flaps was also manifested by large
fluctuations of the backbone torsions of the flap tip residues in both simulations, as

shown in Figures 2-9 and 2-10.
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Figure 2-9. Backbone dihedral anglds green;¥ purple) of the flap tip residues (G48-
G52) during the MDclosed simulation
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Figure 2-10. Backbone dihedral angldés green;¥ purple) of the flap tip residues (G48-
G52) during the MDsemiopen simulation.
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2.4 Conclusions

2.4.1 Twisting of the Flap Tips Initiating the Rearrangements of the
Flaps

A careful inspection of the torsion angles of the flap tip residues during each
transitional period in the MD simulations (Figure 2-11) revealed that the backbone
torsions of the flap tips residues underwent substantial changes preceding each
rearrangement between the closed and semi-open form, particularly Gly49 and 1le50. As
illustrated in Figure 2-11 (left), just before the initial rearrangement from the closed to
semi-open form in the MDclosed simulation, theingle of Gly49 rotated from -180° to
-130° at ~96ns, orienting the Gly48-Gly49 peptide bond normal to the antipdiallel
strand of flapA, thereby breaking the intra-flap hydrogen bonds between Gly49 and
Gly52 (Figure 2-7, top). Simultaneously, tifeangle of 11e50 rotated abruptly from 120°
to -10°, displacing its sidechain from being buried into the hydrophobic cluster of
monomer B, as seen in the initial closed conformation. It appears that the disruption of
the intermonomer hydrophobic interactions between the flap tip lle50 and the
hydrophobic cluster within monomer B greatly enhanced the flexibility of the flaps,
initiating the rearrangement form the closed to semi-open state to take place.

Reversibly, when the semi-open flap conformation converted back to the closed form
near the end of this transitional period (at ~215ns), the backbone torsions of the flap tip
residues were restored to the angles in the closed flap conformation.

Consistent with the observation for the first transition, the backbone of the tip of

flapB underwent significant twisting, initiating the second transition from the closed to
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the semi-open state in MDclosed simulation. As shown in Figure 2-11 (right), prior to
this transition event (at ~385ns), beangle of Gly49’ rotated abruptly from -150° to -

60° together with the rotation of thNéangle of 11e50’ by 130°, thereby inverting its side
chain from the hydrophobic cluster within monomer A. Again, the backbone torsions of
these two flap tip residues were restored before the semi-open form reverted back to the

closed form near the end of this transitional period.

Figure 2-11. Time evolution of flapocRMSD with respect to the closed (blue) and semi-
open (red) references (top); the torsion angiesgreen;¥ purple) of Gly49/49’ and
l1le50/50" during the first (left) and second (right) transitional periods, respectively in
MDclosed simulation.

We subsequently investigated the coupling between the twisting of the backbone of

the flap tips with the flap rearrangements in MDsemi-open simulation. As illustrated in
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Figure 2-12, the transitions between the closed and semi-open forms were also preceded

by the rotations of ¥ angles of residues Gly49 and Ile50.

Figure 2-12. Time evolution of flapaCRMSD (top) with respect to the closed (blue) and
semi-open (red) references; the torsion anglesgfeen;¥ purple) of Gly49'/49 and
l1le50°/50 during the first (left) and second (right) transitional periods in MDsemi
simulation.

From the above analyses, we suggest that the rearrangements of the flaps between
the closed and the semi-open states are most likely induced y-theotations of the
residues at the tips of the flaps, Gly48-Gly49-11e50-Gly51-Gly52; the rotation of its
backbone torsions flips the carbonyl of Gly49 out of the plane of the flap, which in turn
breaks the intraflap hydrogen bonds between Gly49 and Gly52. The subsequent

disruption of hydrophobic interactions between the side chain of the flap tip residue 1le50

and the hydrophobic cluster within each monomer greatly enhances flexibility of both
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flaps, thus causing the rearrangements of the flaps to occur. Our proposed mechanism
agrees well with a recent MD simulation of an unbound HIV-1$R.

It is also worth mentioning that three of the four glycine residues in the flap (Gly49,
51 and 52) adopt conformations that would exclude a larger sidechain from existing at
these positions. These three residues are completely ing&temd cannot be substituted
in vitro without compromising activit§?? Based on the simulations, we hypothesize that
Gly49 is at a key hinge point in the flap movements, as reflected in its motions in
Ramachandran space, which assumed conformations unfavorable for non-Gly residues in
both simulations (Figures 2-14 and 2-15).

The fourth glycine, Gly-48, confers drug resistance when it mutates to a valine,
precluding the binding of particular inhibitors through steric hindfdhcelowever, in
vitro mutagenesis shows that a variety of substitutions, including polar and basic amino
acids, gave full activity”® ??This is consistent with the conformations sampled in our
MD simulation as this glycine remained in allowed Ramachandran space throughout both
trajectories (Figures 2-13, 2-14), which is necessary for any other amino acid residue to
be substituted at this position.

The central lle-50 rarely mutates with the currently used inhibitors, but earlier drug
trials showed this residue mutating to a valine, which conferred resiStaidris, while
a valine substitution would reduce some of the internal packing, it would not preclude
continued interaction with substrate, consistent with the near wild-type level of activity
that was observed with the lle-568 Val mutant In vitro, activity is maintained in the
enzyme with either leucine or valine at positiorf$0rhese two residues have sidechains

similar to lle in terms of size and hydrophobicity, and thus they may likely maintain the

77



ability of the flap region, allowing for conformational changes to take place. The

significance of 1le50 residue will be further explored in the next section.
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Figure 2-13. Ramachandran plots of residues Gly48, Gly49 and 1le50 on both flaps in
MDclosed simulation.
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Figure 2-14. Ramachandran plots of residues Gly48, Gly49 and lle50 on both flaps in
MDsemi-open simulation
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2.4.2 Swapping lle50 between the Hydrophobic Clusters

As revealed by the above structural analysis (Figure 2-1), the flap tip 1le50 residue is
packed into different hydrophobic clusters in the closed and semi-open conformations.
Thus, the rearrangements of the flaps between these two forms should also involve
swapping this flap tip residue between the two types of hydrophobic clusters within each
monomer. To test our hypothesis, we calculated the radius of gyration (Rg) of the two
types of hydrophobic clusters in each monomer, defined by the side chains of 1le50 and
Val32/32’, 11e47/47’, 11e54/54’, Val56/56’, Pro79/79’, Pro81/81’ and Val82/82’, from the
same or its symmetry-related monomer. In addition, the curling motions of the flaps were
monitored by the distance between the center of mass (COM) of five central residues
(residues 48-52) of each flap relative to the COM of all heavy atoms of the two
asparagines at the active site (Asn25/25’), termed as flapA-Asn25/25 and flapB-
Asn25/25’, respectively. The results during the two major transitional periods in
MDclosed simulation are presented in Figures 2-15 and 2-16, respectively, with their

representative snapshots shown on top.
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Figure 2-15. Time evolution of flap RMSD (top), distance between the COM of residues
48-52 relative to Asn25/25’ (middle) and Rg of intra- and inter- monomer hydrophobic
clusters (bottom) formed between lle50 and hydrophobic residues Val32, lle47, lle54,
Val56, Pro79, Pro81 and Val82 from the same or its symmetry-related monomer in the
course of the first transition in the free HIV-PR simulation started from a closed crystal
structure. Representative snapshots during this first transition are shown on top. The
backbone of HIV-1 PR is shown in NewCartoon representation with flapA colored in
orange and flapB in purple. Residues Val32, 1le50, lle47, lle54, Val56, lle79, Pro81 and
V82 are shown in Surface and colored in orange in monomer A and colored in purple in
monomer B.

As shown in Figure 2-15, at ~94ns, the intermonomer hydrophobic cluster involving
lle50 was disrupted (bottom panel, blue lines), the tips of the two flaps were thereby
separated. At ~ 100ns the tip of flapA curled up and simultaneously slid to the other side

of flapB, thus switching the handedness of the two flaps (snapshot a, flap in orange).

Meanwhile, the high degree of mobility of the flaps facilitated the position of lle50’ at the
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tip to pack into a tight hydrophobic cluster within the same monomer (snapshot b, flap in
purple), as indicated by the low values of Rg of the intramonomer (bottom panel, red
lines). At 103ns, flapA slid down with its tip packed into the hydrophobic cluster from
the same monomer (bottom panel, red lines); thus, the system reached a flexible
ensemble that was dominated by the semi-open state, as evidenced by the flap RMSD
values to the semi-open reference of ~2 A (top panel, red lines).

It is noticed that at approximately 124ns, flapA curled further down towards the
active site (middle panel, orange lines); the system then sampled an ensemble of stable
conformations with flap-&€ RMSD values to both references being > 4 A, termed as
‘tucked’ conformation. This conformation is unique, in which the tips of both flaps curl
in towards the active site cavity, and thus bury themselves into the respective
hydrophobic cluster within the same monomer with the active site still completely
covered (Figure 2-15, snapshot c). Although there is no direct experimental evidence to
prove whether the enzyme actually exists in the ‘tucked’ conformation predicted by our
simulation, a recent electron paramagnetic resonance (EPR) study on apo HIV-1 PR by
Fanucci et af*® also characterized a novel conformation with the average flap distances
of 25-30 A, corresponding well with the conformation observed here. Thus, this EPR
study may provide evidence that the ligand-free enzyme may assume such a compact
conformation with the hydrophobic residues in the core. We realize that further
exploration is needed to elucidate the biological significance of the ‘tucked’
conformation and its potential for future drug design.

Notably, no large scale opening was reached afterwards despite the large amplitude

curling motions of the flaps, as predicted before by a 10ns solvated MD simulation of the
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unbound HIV-1 protease’™® Instead, the system stayed in this novel ‘curled’
confirmation for >50ns. Thus, we hypothesize that curling seems to be primarily the
consequence of inherent flap tip flexibility rather than a trigger for flap opening.

Both tightly packed intramonomer hydrophobic clusters disintegrated after 174ns,
and the system reached again an ensemble of semi-open conformations (snapshot d)
before reverting back to the closed state after 216ns. A snapshot depicting an
intermediate state from the semi-open to the closed state is shown in Figure 2-15,
snapshot e. As mentioned earlier, the rearrangement from the semi-open to the closed
was also induced by thk-¥ rotation of Gly49 and lle50, facilitating the packing of the
flap tip 11e50 residue into the hydrophobic cluster within the symmetry-related monomer.
The formation of the intermonomer hydrophobic cluster within each monomer was
demonstrated by their respective low values of Rg (bottom panel, green and blue lines).

Consistent with the first transition period, over the course of the second transitional
period (Figure 2-16), the changes in flap conformations were coupled to the translocation
of 1le50 between the hydrophobic clusters within each monomer. The intermonomer
hydrophobic cluster involving the flap tip lle50’ residue was disrupted at 385ns (bottom
panel, green lines). FlapA pulled up at 392ns (snapshot a), and thus separated from the
other flap. Thereafter both flaps exhibited a high degree of mobility (snapshots b-c), as
illustrated by large fluctuations in both flapA-Asn25/25’ and flapB-Asn25/25’ distances
(middle panel). Significantly, during this transitional period, the system reached a flexible
ensemble dominated by the semi-open conformation, and even sampled a transient large-
scale opening event (snapshot d). As expected, the fully open structure was not stable and

converted to the semi-open form (snapshot e). After 549ns, the inherent mobility of the
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flaps positioned 1le50 to approach residues 32 and 79-81 on the symmetry-related
monomer, thus packing it into the intermonomer hydrophobic cluster within each

monomer, thereby returning to the closed conformation.

Figure 2-16. Time evolution of flap RMSD (top), distance between the COM of residues
48-52 relative to Asn25/25’ (middle) and Rg of intra- and inter- monomer hydrophobic
clusters in both monomers (bottom) in the course of the second transition in the free HIV-
PR simulation started from a closed crystal structure. Representative snapshots during
this first transition are shown on top.

2.4.3 Significance of the Flap Tip 1le50 Residue in the Transition
Dynamics

To further clarify that the translocation of 1le50 residue is a key determinant of the

protein dynamics rather than a measurement of the motion accompanied with the
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transition between the two crystal structures, we carried out two additional short MD
simulations with lle50 substituted with two different types of mutations: IS0A, with a
shorter and less hydrophobic side chain than lle, which would enhance the flexibility of
the flaps, as well as accelerate the transition rate between the closed and semi-open
forms; and I50W, with a bulky and more hydrophobic side chain, which are attempted to
form stronger van der Waals interactions within the intermonomer hydrophobic cluster.

As expected, the I150A single mutant system exhibited higher flap flexibility and
distinct dynamics from the wild-type (BRn). The flaps converted from the initial
closed form to a semi-open form around 13.5ns, ~10 times faster than the initial
conversion captured in the wild-type simulation, and then sampled a broad range of

opening events prior to return to the semi-open form (Figure 2-17).
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Figure 2-17. Time evolution of (a) the flapm @RMSD with respect to the two X-ray
structures; (b) flap tips distance and (c) flap-Asn25/25’ distances throughout the entire
simulation of the IS0A mutant system.

In contrast, the flaps in the initial closed structure of the I50W mutant were rather
stable and no major conformational changes were observed over the curse of the MD

simulation (Figure 2-18).

Figure 2-18. For the 150W mutant system, time evolution of (a) flagR®ISD with
respect to the two X-ray structures, closed and semi-open (b) flap tips distance and (c)
flap-Asn25/25’ distances.

As demonstrated in Figure 2-19, the I50W assumed a closed conformation which is
similar to that observed in the wild-type enzyme (1TSU), yet with the exception of the
flap regions. In the I50W mutant, the two flaps were pulled upward slightly, indicating

that the bulky side chains from Trp50/50’ interrupted the complementarity of the

intermonomer hydrophobic cluster, which in turn prevented the appropriate closing of the
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two flaps. Interestingly, a novel class of inhibitor has recently been repbtetiich

acts through a mechanism similar to the single I50W mutation, targeting the hydrophobic
core of one monomer (or so-called flap-recognition pocket) might alter the
conformational behavior of the flaps, and thus prevent the substrate’s access to the active

site or disrupt substrate cleavage due to inappropriate or incomplete flap closure.

Figure 2-19. A snapshot of the ‘closed’ conformation sampled in the I50W mutant system
(rendered by New Cartoon in VMPand flapA colored in orange, flapB in purple)
overlapped on the closed crystal structure (gray, transparent). Trp50 is rendered by VdW
and colored in yellow. For clarity, only the sidechains of hydrophobic residues on the flap
and loop region from each mutant monomer are shown, including Val32/32’, lle47/47’,
lle54/54’, Val56/56’, Pro79/79’, Pro81/81' and Val82/82’, and rendered by surface
(residues on monomer A are colored in orange; residues on monomer B are colored in

purple).
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2.5 Conclusions

On the basis of the presented results, a number of conclusions can be drawn both
from the methodological and from the biological point of view. First, we have shown that
the present all-atom MD simulations in explicit solvent are able to simulate long
timescale protein dynamics, and accurately reproduce experimentally determined
structural and dynamical features of the HIV-1-PR. Furthermore, extensive sampling of
multiple and reversible interconversions among different states of the flaps, ‘closed’,
‘semi-open’, ‘open’, and novel ‘curved’ conformations, in our microsecond time scale
simulations of apo HIV-1 PR in explicit solvent, allowed a better understanding of the
mechanisms underlying these transition dynamics. In this present work, we aimed to
explore the conformational rearrangements between the closed and semi-open forms. On
the basis of detailed structural analysis, we propose that the backbone of the highly
conserved and flexible flap tip residues, particularly Gly49, undergoes significant
twisting, initiating the large-scale rearrangements of the flaps between the closed and
semi-open forms. In addition, the simultaneous rotation of the backbone torsion angles of
the flap tip lle50 residue displaces its side chain from being buried into the hydrophobic
cluster with each monomer, facilitating swapping lle50 between the hydrophobic clusters,
encompassing Val32/32’, lle47/47’, 1le54/54’, Val56/56’, Pro79/79’, Pro81/81" and
V82/82’, from the same or symmetry-related monomer. Thus, our proposed transition

mechanism rationalizes the sequence requirements in the flap region and highlights the
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importance of maintaining the hydrophobic interactions between 1le50 and the

hydrophobic core region of each monomer in protein dynamics.
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Chapter 3

Microsecond Timescale MD simulation Suggests that
Partial Dimer Dissociation is the Flap Opening
Mechanism of HIV-1 PR

Abstract
Human immunodeficiency virus type 1 protease (HIV-1 PR) is a major drug target in

the fight against AIDS. Drug resistance mutations, however, are demanding the
development of novel and more potent therapeutics. For a ligand to access the active site,
the two flaps of the protease are presumably to open. Here, we present a working model
of the flap-opening mechanism captured in a microsecond timescale simulation with
explicit solvent model. The detailed structural and energetic analyses reveal that it is the
various binding interactions of the dimer interface that govern the gating properties of the
flaps; the opening of the flaps results from the concerted partial dissociation of the dimer
interface facilitated by water dynamics. The significance of the inter-subunit interactions
along the dimer interface in the gating dynamics is further supported by the subsequent
simulations on a double mutant system (R87K/D29A), in which the flaps opened more
readily due to decreased dimerization energies. In addition, our working model offers a
novel site for allosteric regulation of the gating dynamics of the flaps; targeting the highly

conserved yet weak region of the dimer interface encompassing the ethgle
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(residues 86—94) and tlfieturn (residues 4’-9’) may affect the equilibrium of different

conformational states, and thus inhibit its catalytic activity.
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3.1 Introduction

HIV-1 PR is essential in post-processing viral polypeptide precursors to produce the
infectious virion*”” The enzyme is only active as a dimer, with each subunit made up of
99 amino acids, and there is an equilibrium between the monomeric and dimeric form of
HIV-1 PR with a low dissociation constantfk 5nM)?** Analysis of data from the
Stanford Drug Resistance Databfa3eindicates that while polymorphisms in the
sequence of HIV-1PR naturally occur, there are regions in the protein sequence that
appear invariant under normal evolutionary pressures. These invariant regions coincide
with the structural elements of the dimer interfat&'®?!’ (Figure 3-1): i) the four-
stranded anti-parallgl-sheet comprising the N-, C-termini of the two subunits (residues
1-4 and 96-99)% i) the active-site region (residues 24—29) comprising the catalytic
triads Asp25-Thr26-Gly27, and forming a hydrogen bond network, called the “fireman’s

grip”,%* i) the Gly-rich flap tips (residues 49-52), which are believed to control substrate
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access to the active site; and iv) a region encompassed by the single helix (residues 84—
94) and thep-loop (residues 4-9'§ %8 (The prime indicates a residue from the

symmetry-related monomer in tfelowing context).

Figure 3-1. A detailed view of the free HIV-1 PR with the semi-open conformation (PDB
code 1HHP). The residues are coloradcording to their conservation score computed
by the ConSuff® program. The figure was generated with PyMol

Due to its central role in processing viral polypeptide precursors, HIV-1 PR remains
a primary target for anti-AIDS drugs. Knowledge of the substrate specificity and catalytic
mechanism of this enzyme has led to a great success of the structure-based design of
competitive inhibitors, which have resulted in a great reduction in HIV viral load when

combined with other antiretroviral drugs (HAARYY. Long-term treatment, however,

has been hindered by the emergence of drug-resistant strains. Therefore, development of
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new inhibitors acting by an alternative mode of inhibition is essential for successful
treatment of HIV-positive patients®

One potential alternative mode of inhibition is to target the dimer interface because
dimerization of HIV-1 PR subunits is indispensible for its proteolytic activity; each
subunit contributes one of the two catalytic aspartic acid residues (Asp25) that form the
active site??2?*! As a result, the N- and C-termini which are intertwined in an antiparallel
sheet and contribute most to the dimer stability of HIV-1'PRave been employed as a
dimerization inhibition target by several grodf$,*®” *"* ?*and certain compounds have
been reported which exhibited potent activity against HIV-1 PR.

A second potential mode of inhibition targets the flap region of HIV-1 PR. This
region is seen to exhibit substantial flexibility, as revealed by the heterogeneity of X-ray
crystal structures of apo protease, including the semi-open (PDB code**PHidpen
(PDB code 1TW¥?, and closed (PDB code 1G6% observed in a tethered dimer)
conformations. NMR relaxation studiés'*!**?have also identified motions on two
different timescales occurring in the flap region of the free protease. Another attractive
strategy to inhibit HIV-1 PR has been suggested based on the above observations, which
is to target the thermodynamic balance of the semi-open, open and closed states of the
free proteasé?® To this end, numerous computational studies have been carried out with
an effort to elucidate the gating dynamics of the flaps, which will greatly aid in
understanding its functional mechanism and substrate/inhibitor binding dynamics, and
facilitating the design of novel inhibitors.

Scott and Schifféf*performed a conventional MD simulation on a free protease

using explicit solvent, in which the flap opened from the semi-open conformation after 3
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ns and persisted until the end of the 10 ns simulation. Based on this observation, they
proposed that a curling motion of the flap tips triggered the large opening event.
However, the timescale of this large opening event is not consistent with NMR data from
Torchia’s group! which indicates that the transition from the semi-open to the open
conformation of the apo HIV-1 PR occurs on the i8Qimescale; thus, it is unclear if
this fast opening dynamics is relevant to its biological function or indicative of instability
in the model. Indeed, other possible causes for such irreversible opening motions have
also been suggested, including the use of the GROMOS force filed or an insufficient
equilibration protocof?*

Owing to theps-ms timescale for large conformational chafmtjesaccelerated
methods have been employed to model protein dynamics. Hamelber etral. Wiley
et al?*® developed accelerated MD simulation methods to produce flap opening in HIV-1
PR, and the cis-trans isomerization of the Gly-@llgond in the flaps has been suggested
to trigger the opening event. Tozzini and McCammon developed a coarse-grained

model}?? 227

which enabled sampling of multiple opening and closing events on the
microsecond timescale at the cost of atomic details, thus precluding an atomic
understanding of the interactions between side chains which may have a major influence
on protein dynamics, or of how sequence mutations affect dynamic behavior, and of how
solvation is coupled to dynamics.

The first report about reversible opening events of the flaps using unstrained, all-
atom MD simulations of HIV-1 PR was given by our group with an implicit solvent

model?® The use of an artificially low viscosity allowed us to simulate a multi-scale

model of HIV-1 PR dynamics in a 10 ns timescale MD simulation. The flap dynamics,
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however, might have been biased due to limitations of the implicit solvent model, such as
inadequate hydrophobic interactions and overstabilization of salt-bAtges: %4
Therefore, there is still a need to understand the internal dynamics of the protease, and
especially the mobility of its flap region, on a much longer timescale with a more
accurate explicit solvent model.

Over the years, improvements in molecular dynamics algorithms and computer
hardware have allowed MD simulations to access longer timescales over which many
physiologically relevant processes take pfd€dn this present study, we observed a
spontaneous and reversible full flap opening event during a 1-microsecond solvated MD
simulation starting from a closed crystal structure with the substrate deleted. Based on
detailed structural and energetic analyses, we propose that it is the various binding
strengths of the dimer interface that govern the gating properties of the flaps; the opening
of the flaps results from the concerted partial dissociation of the dimer interface
facilitated by water penetration. This opening mechanism is further supported by our
subsequent simulations on a double mutant protease (R87K/D29A)mdtukfied
dimerization energy results in drastic changes in protein dynamics and much accelerated
opening process. In addition, a potential allosteric site could be predicted by this working
model; small molecules targeting the highly conserved yet weak region of the dimer
interface could change the flexibility of the protease such that the balance of the three

states is shiftedf®
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3.2 Methods

3.2.1 Molecular Dynamics Simulations of apo HIV-1 PR

MD simulations were performed on an inactive (D25N) apo HIV-1 protease (PDB
ID code 1TSU), and initiated from two distinct conformations, closed and semi-open
forms, termed MDclosed and MDsemiopen simulation, accordingly. System preparation
and simulation details have been described in the Methods section in Chapter 2. The

simulations were extended ford (MDclosed) and 400ns (MDsemiopen), respectively.

3.2.2 Data Analysis

Root-mean-squared deviation (RMSD), distance and angle were calculated using the
PTRAJ module in the AMBER10 software packag&olvent Accessible Surface Area
(SASA) for each atom was computed using the SANDER module of AMBERbY0
post-processing the trajectory with a continuum solvent mbdéer removing water
molecules from the trajectory. The SASA was estimated using the MSMS aldféfithm
with a probe radius of 1.4 A. Molecular graphics were prepared by ¥RyMol* and

Chimera®*

3.2.3 Free Energy Estimation Using the MMPBSA/GBSA Approaches
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For the energetic analysis, 10,000 structures were taken as snapshots at intervals of
100ps from the 1stlong trajectory of the MDclosed simulation after removing the water
molecules. For absolute binding free energy of the two monomer, the SIEPRAJ
program, a collection of scripts for calculating binding free energies from Amber-
generated molecular dynamics trajectories, was used to estimate the binding free energy
of each dimer using a continuum solvent m&tehe solvated interaction energy (SIE) is
calculated for each snapshot by rigid infinite separation of the target and ligand. In this

approach, the binding free enemy® is approximated 15%°

AG, 4 (0D, ,a,7,C) =a x[E (D) + AGEnd (p,D;,)) + Egy + AMSA(p)] +C  3-1

where kB and Epw are the intermolecular Columbic and van der Waals interaction

energies in the bound state, respectively; these values are calculated using the AMBER
molecular mechanics force field (ffO9SB) with an optimized dielectric const&i,, ,

which is the change in the reaction field energy between the bound and free states,
accounts for solvation electrostatic energy and is calculated by solving the Poisson
equation with the boundary element method program, BRI BERf>with a molecular
surface generated with a variable-radius solvent probe using a marching tetrahedra
algorithm?**#**The cavitation cost is taken to be proportional to the change in molecular
surface area upon bindingMSA. The following parameters are calibrated by fitting to

the absolute binding free energies for a set of 99 protein—ligand compiéxhs.
AMBER van der Waals radii linear scaling coefficiep}, (the solute interior dielectric
constant (Din), the molecular surface area coefficight the global proportionality

coefficient related to the loss of configurational entropy upon bindipgtd a constant
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(C). The optimized values of these parametersuare0.1048, Din = 2.25) = 1.1,y =
0.0129 kcal/(mol A), andC = —2.89 kcal/mol.
The pair-wise, per-residue free energy decomposition was performed using the MM-

GBSA method encoded in the AMBER 10 progrérithe MM-GBSA method combines
the molecular mechanical energies with the continuum solvent approaches to evaluate the
contribution of each residue to the total binding free energies or absolute free energies of
molecules in solution, as well as the contributions of its side chain and backbone. The
molecular mechanical energies are determined with the SANDER module from the
AMBER program and represent the internal energy (bond, angle and dihedral), and van
der Waals and electrostatic interactions. An infinite cutoff for all interactions is used. The
electrostatic contribution to the solvation free energy is calculated with the generalized
Born (GB) method implemented in SANDERThe Energy Decomposition Analysis
(EDA) using the MM-GBSA method in the AMBER package can be performed by
setting “idecomp” >0 in the input to call this function. “idecomp” has four options for
four types of calculations

. idecomp = 0, do nothing (default).

" idecomp = 1, decompose energies on a per-residue basis; 1-4 EEL + 1-4

VDW are added to internal (bond, angle, dihedral) energies.

. idecomp = 2, decompose energies on a per-residue basis; 1-4 EEL + 1-4

VDW are added to EEL and VDW

. idecomp = 3, decompose energies on a pairwise per-residue basis; the rest

is equal to "1".
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. idecomp = 4, decompose energies on a pairwise per-residue basis; the rest

is equal to "2".
In this study, “idecomp” was set to 4, which gives the interaction energy between the
pairs. The energy contribution of single residues in one monomer was obtained by

summing its interactions over all residues in the other monomer.

3.3 Results and Discussion

3.3.1 Extent of Flap Motions Possible on the Microsecond Timescale

To understand the dynamic behavior of the enzyme, we performed two unrestrained,
solvated MD simulations for an unliganded “apo” form of HIV-1 PR (PDB code 1TSU),
starting from the closed and semi-open forms, respectively. In both simulations, multiple
interconversions were observed, and allowed for a better understanding of transitions
between the closed and semi-open forms, as discussed in the previous Chapter. Of
particular interest in this study is to explore the full opening dynamics of the flaps,
captured in the microsecond timescale simulation.

Consistent with our previous stutfythe flap conformation was monitored by
RMSD of the @ atoms of the two flaps (residues 46-55, 46’-55’) overlapped on the flaps
of the initial closed state and of the apo X-ray crystal structure (PDB code: {}HP
respectively. The closed state is defined by flap RMSD to the closed reference
structure of < 1.7 A, and the semi-open state is defined by f#laRMSD < 2.5 A with

respect to the semi-open reference structure. The fully open configuration has not yet
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been observed experimentally; thus, it is somewhat arbitrary to define which structures
qualify as open. To measure the extent of flap opening, two distinct distances were
selected: the distance between thea®ms of the two flap tip lle50 residd&s(termed

as lle50@-1le50’Ca), and the distance between the Center of Mass (COM) of five central
residues (residues 48-52) of each flap relative to the COM of all heavy atoms of the two
active site asparagine residues, Asn25/25 (termed as flapA-Asn25/25 and flapB-
Asn25/25’, respectively). These distance values from the simulations were compared to
those values measured in the semi-open crystal structure. Thereby, snapshots are denoted
as ‘fully open’ states with flap €RMSDs to the two references (closed and semi-open
states) of > 6.5 A, flap tips distance (lle50250’Ca) of > 8 A, and flapA- and flapB-

Asn25/25'distances of > 19 A.

Figure 3-2. Time evolution of flapdClRMSDs (a), I50¢ 150'C,, distances (b) and flapA-
and flapB-Asn25/25’ distances (c) during the MDclosed simulation.
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Figure 3-2 displays the time evolution of the flap RMSD values, flap-tip distances
and flap-Asn25/25’ distances. It is obvious that a spontaneous and reversible full flap
opening took place at ~509ns. This full flap opening occurred after the flaps had
rearranged from the closed form to the semi-open form during the course of the second
transitional period (385ns-558ns), as evidenced by flap RMSD values to both closed and
semi-open references increasing to >6.5 A. In these significantly open configurations, the
two flaps were widely separated from each other with flap-tip distances reaching up to
~23 A (Figure 3-2b), and both flaps curled up and shifted away from the active site, with
both flapA- and flapB-Asn25/25" being up to ~27 A (Figure 3-2c). Snapshots taken
during this full flap opening event (509ns-513ns) are shown in Figure 3-3. It is apparent
that the large separation of the two flaps leaves the catalytic residues (red) completely

exposed to solvent, allowing a ligand to potentially access to the active site.
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Figure 3-3. Snapshots of HIV-1 PR over the course of the full flap opening at 0.5ns
intervals in the simulation starting from the closed conformation (MDclosed). Monomer
A is colored in blue; monomer B in green. The active site Asn25/25' residues are
highlighted in red; the flap tip lle50 is highlighted in yellow.
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Notably, the transiently sampled fully-open structures differ significantly from the
wide-open crystal structure (PDB code 1TAR which has the flap handedness
characteristic of bound (closed) crystal structures, even though the two flaps are pulled
upward and separated more widely than those in the semi-open structure. Thus, this
simulation provides further evidence that the wide-open structure observed for MDR 769
does not arise from sequence variation, but instead is an artifact from crystal packing, as
suggested previously by Langevin dynamics (LD) simulatt®ns.

It is also worth noting that the full opening of the flaps sampled in the MD
simulation was reversible; the system returned to the semi-open form and eventually
converted back to the closed form. To our knowledge, such a reversible, long-timescale
and large-magnitude flap opening has not yet been observed in any unstrained, all-atom
MD simulation with explicit solvent. Moreover, despite the reported differences in the
exact extent of flap opening, the fully-open configurations which we obtained in our
simulation are very similar to those reported in computational studies of the apo enzyme
which have sampled an increased range of conformations by employing approaches to
enhance conformational samplifig:*?* #*Thus, it is likely that the full opening event
captured in our simulation may be biologically relevant to dynamic processes in protein,

and not indicative of instability in the model.

3.3.2 Partial Dissociation of the Dimer upon Flap Opening

To examine the changes in the internal structure of each monomer, we calculated

RMSD values for the individual monomers with and without a best-fit to their
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corresponding monomers in the semi-open reference structure. As shown in Figure 3-4a,
the monomer structures showed good agreement with their corresponding monomers in
the semi-open reference (LHHP pdb code), with the best-fit RMSD values of both
monomers of being ~2 A even during the full opening event. This indicated that no
significant changes occurred in the internal structure of individual monomers despite the
large scale rearrangements of the flap region. On the other hand, the no-fit RMSD values
of each monomer (Figure3-4b), which were calculated by best fitting the other monomer
onto its corresponding monomer in the semi-open reference, exhibited considerable
fluctuations, which reached up to ~17 A upon flap opening, and then reduced to ~2 A
when the system returned to the semi-open state. Thus, these results revealed that the
relative orientation of the two monomers in the full open structure significantly yet
transiently drifted away from that in the semi-open structure without significant changes
in their respective internal structures.

A graphic representation of these results can also be seen in Figure 3-5, where a best-
fit superimposition is shown based on one monomer from each dimer: a fully-open
snapshot from the MD simulation, and the semi-open X-ray structure. This
superimposition confirms that the internal structure of each monomer remained
unperturbed as the secondary structure elements of the best-fit monomer A (blue) are
well aligned with those in the corresponding monomer in the semi-open reference
structure. The noticeable exception to this observation is the flap region, which fluctuated

considerably and became less ordered.

105



Figure 3-4. Time evolution of all CRMSD of each monomer (blue line, monomer A;
green line, monomer B) when fitting to the corresponding monomer in the semi-open
reference (top panel); when only fitting its symmetry-related monomer to the
corresponding monomer in the semi-open reference (bottom panel).

Figure 3-5. A detailed view of the superimposition of the semi-open X-ray structure
(gray, transparent cartoon) and a fully-open snapshot (monomer A in blue and monomer
B in green) from the MD simulation based on the best fit using one monomer (blue).
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Moreover, it is apparent that the no-fit monomer in the fully-open structure (green)
rotated by ~40° from its counterpart in the semi-open reference (gray cartoon), revealing
a domain rotation of the two monomers relative to each other upon flap opening.
Remarkably, we note that other than the two flaps, the dimer interface was partially
dissociated, involving the active site region as well as the region encompassed by the
single helix from one monomer (residues 84—-94) angloep from the other monomer
(residues 4°-9).

Taking into account the experimental observafigig®that HIV-1 PR exists in a
monomer-dimer equilibrium, we hypothesize that a large-scale flap opening might be an
intermediate upon association/dissociation of the dimer. Although native monomers are
extremely unfavorable such that no monomeric intermediates have been detected
experimentally>! variants containing mutations that dramatically disrupt dimer interface
contacts, PRe7k, PRo2on, PRr2ea, PRs—gg and PR g5 have been reported to maintain a
folded monomer in the absence of inhibitb**The NMR structure of the HIV protease
monomer reveals that that it exhibits a stable tertiary fold spanning the region of residues
10-90, which is essentially identical to the individual monomer of the dimer; and that its
flap adopts an open conformation with significant disorder in its tip (residues 48-53).
These structural features of the isolated monomer are consistent with the monomers in
the fully open configuration captured in our MD simulation, suggesting that our working
model may have reproduced correctly the structures in the intermediate steps of the

dissociation of the dimer, i.e., the flap opening.
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3.3.3 Dimer Dissociation upon Flap Opening

To monitor the lateral movement of the two monomers, which seems to be coupled
with large-scale flap opening, we measured the distance between the center of mass
(COM) of the @ atoms of residues 32, 75-76 and 57-58 located in the core domain of
each monomer, termed the ‘core domain distance’. These residues were chosen because
they are distant from the flap region, and did not exhibit conformational changes on the
us-ms timescale in NMR relaxation measurements. Thus, this distance measurement is
not likely affected by the flap fluctuations, but is sensitive to the relative movement of the
two monomers. For comparison, the core domain distance is ~30 A in closed form and

~31 A in semi-open form.

Figure 3-6. Distance between the core domains (residues 32, 75-76 and 57-58) of the two
monomers as a function of flappn@MSD with respect to the fully open configuration
captured in the simulation (gray cartoon). The &oms of the core domain residues
represented as green spheres in the open reference structure. Note that distances lower
than 28 A correspond to the curled/tucked conformations.
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Figure 3-6 reports the core domain distance as a function of #aRMSD with
respect to a fully open configuration captured in the MD simulation. As it is shown, the
core domain distance exhibited a strong negative correlation with the d&MSD to
the fully open structure with the correlation coefficient < -0.6. Remarkably, the two
monomers were partially dissociated when the flaps adopted fully open conformations
(with RMSD values to the open reference of <4 A), as evidenced by significant increases
in the core domain distances up to ~39 A. Therefore, this analysis provides further
evidence that along with local large-scale rearrangements of the flap region, the dimer
interface underwent dissociation during the full flap opening event.

In addition, it is worth noting that evaluating the free energy difference between
different conformations of HIV-1 PR at biological temperatures was precluded, owing to
the high temperature used in this simulation. A reaction coordinate for umbrella sampling
simulations!”*° however, can be suggested from this working model; an angle between
the two vectors (Figure 3-7a), which are formed by the COM of that@ns of residues
32, 75-76 and 57-58, located in the core domain of each monomer, and the COM of
residues 2-3, 96-97 from the N-, C- termini of both monomers, respectively. As
illustrated in Figure 3-7b, a contour plot of the free energy as a function of the open angle
and the flap @ RMSD with respect to the fully open configuration, this angle appears to
be a dynamically meaningful measure of conformational changes of the protease, ranging
from the closed, semi-open and open form. Hence, performing an umbrella sampling
simulation along this reaction coordinate will most likely generate the potential of mean

force (PMF) of the protease at low temperature of interest. This will help to gain valuable
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insight into the mechanism underlying the interconversions between different conformers

of HIV-1 PR.

Figure 3-7. a) An open snapshot from the MD simulation is shown to illustrate the
definition of the open angle; a triangle between the two vectors, which are formed by the
COM of the G atoms of residues 32, 75-76 and 57-58, located in the core domain of
each monomer, and the COM of residues 2-3, 96-97 from the N-, C- termini of both
monomers, respectively (solid black lines). Carbon atoms of these residues are
represented as red spheres. b) Contour plot of the free energy as a function of the open
angle and the flap CRMSD with respect to the fully open configuration captured in the

MD simulation.
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3.3.4 Binding Free Energy Calculation on Dimer Stability of the HIV-

PR

In light of the partial dissociation of the dimer interface upon flap opening, a
significant decrease in the binding free eney@ljind) of the dimer is anticipated upon
flap opening. To quantify the strength of the intermonomer interaction energy, which will
shed light on the interpretation of the observed opening dynamics in terms of energetics,
the binding energyAG) of the two monomers in the snapshot structures and its different
components were estimated using the solvated interaction energies method, SIETRAJ,
an alternative to the MM-PBSA software provided by the AMBER distribution. Owing to
the high computational demand of this program, snapshots taken every 100ps from the
1us MD trajectory were evaluated for a total of 10,000 structures. The results are reported
in Figure 3-8 as a function of the core domain distance. As shown, the estimated binding
free energiesAG) of the dimer ranged from -19 to -31 kcal/mol. Significantly, the values
of AG were weakened by > 6kcal/mol when the two monomers were partially dissociated
with their core domains separated by > 34 A, as compared with the cloGed 27
kcal/mol) and the semi-open form&G =~ -25 kcal/mol). Thus, this energetic analysis
provides strong support for the partial dissociation of the dimer during the large-scale

flap opening event, which results in a striking decreaagsin
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Figure 3-8. Binding free energiea®) of the dimer as a function of the core domain
distance.

It is worth pointing out that the binding free energy of the HIV-1 protease dimer has
been measured experimentally and varies with experimental conditions, such as protein
concentration, urea, pH and temperafife”’ %At pH 7, theKq was measured as 50
nM,?*” which corresponds to a binding free energy of —=10.0 kcal/mol. Thus, the order of
magnitude of our results is consistent with the experimental data, but the absolute values
of the binding free energies overestimate the strength of binding. The discrepancy
between our results and the experimental data may be resulted from the caveats of
implicit solvation and neglect of vibrational entropy upon dimerization in the free energy
calculation?® However, we are interested in relative binding free energies between

different conformations, the errors of the free energy values are likely to cancel out.
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When examining the correlation afs with each of its components (Figure 3-9, we
found that the intermonomer van der Waals interaction energy) (E the dominant

contribution to the calculatedG\(with the correlation coefficient R > 0.9).

Figure 3-9. Time evolution of the calculated binding energ®)(for 10,000 snapshot
structures, divided into nonpolar and polar energetic contributions: intermolecular vdW
(Evaw), intermolecular electrostatic (g plus change in reaction field ¢g, and change

in nonpolar solvation energy {& which is proportional to change in solvent accessible
surface area (SASA) . Energies are in kcal/mol.

The dominance of the vdW interaction energy is not surprising, since upon folding
and dimerization, 64% of the non-polar and 62% of the polar surface of the HIV-1
protease are buried into the solvEfitAn extensive hydrophobic core extends through
the dimeric interface. The N- and C-termini (residues 1-3, 96-99) form one side of the

central four-strandefl-sheet and pack onto Leu24 and Thr26, adjacent to the catalytic

residues and the hydrophobic residues of the helix (residues 86-94). It is worth
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mentioning that the dominance of the inter-molecular vdW interactions has also been
reported by a previous binding free energy calculation on dimer stability of HIV PR by a
MM-PBSA method™*®

The second contribution to the binding free energy arises from the change in
nonpolar solvation energy, which is proportional to the solvent accessible surface area.
The significance of the nonpolar solvation energy is evidenced by the strong positive
linear correlation between & and AG (with R > 0.8). In addition, the favorable
contribution of the electrostatic interactions between the two monomgjsgEanceled
out by the electrostatic desolvation upon dimerization. As a result, the sum of the
electrostatic interaction energy and the reaction field energy.f only exhibited a
weak correlation wittA\G (R > 0.2). Notably, & significantly decreased upon opening
event (509 ns — 512 ns), from -166 to -139 kcal/mol, as gdigl\Ehich decreased from -
31 to -26 kcal/mol. These energies, however, were fully recovered when the flaps re-
closed. Thus, these results further support that the dimer underwent a reversible

dissociation upon large-scale flap opening.

3.3.5 Per-residue Free Energy Decomposition

To identify regions which contribute most to the association free energy, and thus are
critical in the gating dynamics of the flaps, a pair-wise per-residue decomposition of the
binding free energy has been performed using the MM-GBSA apfifo4ton the
10,000 structures extracted from the entire trajectory. Figure 3-10 reports the average

intermonomer vdW interaction energy of each residue.
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Figure 3-10. Intermonomer vdW interaction energies of the residues from monomer A
(blue) and monomer B (green) averaged over the 10,000 snapshots fromsthe 1
simulation.
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It is evident that the binding strength is not evenly distributed, with residues located
at the N- and C- termini (1-4, 96-99) making the most significant contributions to the
total vdW interaction energy of the two monomers. This is in good agreement with the
structure-based thermodynamic analy&syvhich has shown that the N- and C- termini
contribute close to 75% of the total Gibbs free energy of stabilization. Notably, residues
located at other dimer interface regions also make comparably favorable vdwW
interactions, in particular, Thr26 located at the base of the active site, 11e50 located at the
tip of the flap region, Leu5 from theloop (residues 4-9), and Arg87, and Leu90 located
in the a-helix (residues 86-94). This result implies that these residues play a crucial role
in the stability of the dimer; substitutions at these residues may lead to the disruption of
the interactions along the binding interface, resulting in a drastic decrease in the dimer
stability. The structural significance of Leu5, Thr26, 11e50, Arg87 and Leu90 revealed by
this energetic analysis is in good agreement with experimental studies, which have shown
that the introduction of T26A, D29A, D29N and R87K to HIV-1 PR disrupts the dimer
interface interactions and therefore depletes its catalytic activity.

To explore the coupling between the distal regions of the protéasesubsequently
calculated the correlation coefficient of the intermonomer vdW interaction energy for
each residue and the total vdW interaction energy of the dimer along the open trajectory
(509ns -513ns). The result is reported in Figure 3-11, with the semi-open structure color
coded according to the magnitude of the correlation coefficient of the corresponding
residue. It is apparent that the dimer interface residues at the flap regions demonstrate
strong and positive correlations with the total vdW interaction energy and to lesser extent,

the active site residues (24-26), the 80s loop, and residues framhtex andp-loop.
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Notably, the N- and C-termini exhibit weak correlations with the total vdW interaction
energy. These results indicate that the decrease in the total intermonomer vdW interaction
energy upon flap opening is likely due to the disruptions of the nonpolar interactions
between the flap tips and the active site, and between the helix and the turn; the N- and
C-termini B-sheet interactions remain largely unperturbed, preventing complete

dissociation of the dimer during the large-scale opening event.
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Figure 3-11. a) A semi-open structure colored by the magnitude of the correlation
coefficient between the intermonomer vdW interaction energy of the corresponding
residues with the total interaction vdW interaction energy of the dimer. Red and orange
indicate negative correlations; blue and green indicate positive correlations. Actual values
of the correlation coefficient is shown in (b) for residues from monomer A, (c) from
monomer B.
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The potential role of the dimer interface interactions in the flap opening dynamics,
excluding the N- and C- termini region, is further confirmed by calculating the change in
the absolute intermonomer vdW interaction energy of each residue upon flap opening
(Figure 3-12). The difference in intermonomer interaction energy for each residue was
obtained by subtracting the intermonomer vdW interaction energy averaged over the
open trajectory from the intermonomer vdW interaction energy averaged over the semi-
open trajectory Hsemi— Eopem). A Semi-open structure is shown in Figure 3-12a, and is
color coded according to the magnitude of the change intermonomer vdW interaction
energy of the corresponding residue. As shown, in addition to the flap tips, residues from
the active site loops (21-31/21’-31’), Leu5, Leu90 from monomer A (Figure 3-12b),
Trp6’, Arg8’, and Arg87’ from the3-loop and the helix of monomer B (Figure 3-12c)
also exhibit significant decreases in their respective intermonomer vdW interaction
energies when the flaps open. Thus, this calculation suggests that the disruption of the
intermonomer interactions involving the residues at the active site region, the helix and 8
loop region (pink regions in Figure 3-12a), may play a significant role in the dissociation

of the dimer, thus causing the flaps to open.
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Figure 3-12. a) A semi-open structure colored by the magnitude of the change in the
intermonomer vdW interaction energy of the corresponding residues upon flap opening
using RWG color code was used (red to green corresponding to -2.5 to 2 kcal/mol). The
actual values of these changes are shown in (b) for residues from monomer A, (c) from
monomer B.
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It is also noteworthy that the fulcrum (residues 10-20) and the cantilever (residues
60—75) regions demonstrate strong negative correlations with the total vdW interaction
energy (Figure 3-10). This anticorrelation is also reflected in the ability of these regions
to make more favorable vdW interactions when the flaps open (Figure 3-12a, green
regions). This anticorrelated behavior can be explained by the compression of these
regions caused by the hinged motion of the two monomers upon flap opening. A similar
anticorrelated behavior between the cleft formed between a loop (residue 38-42-and a
strand (residues 59-63) and the opening of the flaps has been previously reported in both
our previous implicit simulatiorfs and coarse-grained models developed by McCammon
and coworker$? #°Thus, this working model provides further support for the potential
of these regions as allosteric sites; molecules making contacts with the flap elbow,

cantilever and fulcrum may exert allosteric control of the flaps.

3.3.6 Solvation of the Dimer Interface

Taking advantage of the explicit solvent model, we subsequently investigated the
water dynamics during the flap opening by calculating the differences in the averaged
SASA per residue between the semi-open and the open trajectories. The results are

presented in Figure 3-13 and mapped onto the semi-open X-ray structure in Figure 3-13a.
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Figure 3-13. a) A semi-open structure colored by the magnitude of the change in the
average SASA of the corresponding residues upon flap opening: blue indicates an
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increase in residue SASASASA > 2 K); red indicates a decrease in residue SASA
(ASASA < -2 &); and gray indicates no significant changes in SASA & ASASA <

2 A?). The exact values of the changes in the average SASA of residues on monomer A is
shown in b, and monomer B in c.

Taken together with the significant decrease in the intermolecular vdW interaction
energy for the dimer interface residues when the flaps open (Figure 3-12), it is
conceivable that water molecules may enter the dimer interface region during the opening
event. Indeed, this hypothesis is supported by the visualization of the snapshots during
the flap opening event (Figure 3-14, a top view from the active site). It is apparent that

along with the opening of the flaps, the dimer interface partial dissociated, resulting in a

large expansion of the binding cleft, thus making it more accessible to the solvent.

Figure 3-14. Top view of the active site in a fully-open structure (monomer A colored in
blue; monomer B in green) from the simulation. The Figure was drawn with ¥#D.
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It is apparent that other than the flap regions, the entire dimer interface partially
disassociated, resulting in an expansion of the binding cleft between the two monomers.
Particularly, the dimer interface formed between the highly conserredix (residues
86-94) and th@-loop (residues 4’-9’) was completely disrupted, thus allowing passage of

water molecules, as illustrated in Figure 3-15.

Figure 3-15. A novel potential allosteric site identified in the fully-open form of HIV-1
PR captured in the MD simulation, defined by residues 4'-9’ onpthen from one
monomer (green), residues 22-29 on the active site loop and residues 87-91-belike a
from the other monomer (blue). Also shown are water molecules that enter this dimer
interface region during the opening event.

The weakness of the dimer interface at this region is likely due to the solvent
exposed3-turn, which demonstrates conformational fluctuations onuthms timescale

in NMR relaxation studie§?' Taken together with our above energy decomposition

analysis: the intermonomer vdW interaction energy of the residues located at this dimer
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interface region demonstrates a strong correlation with the vdW interaction energy of the
dimer; it experiences a significant loss of favorable vdW interactions when the flaps
open, we suggest that the binding strength of the dimer interface encompassing the
helix and theB-turn is likely a vulnerable region across the dimer interface, thus more

prone to be disrupted.

3.3.7 Further Theoretical and Experimental Evidence

On the basis of the above analyses, we hypothesize that it is the intersubunit
interactions that govern the gating dynamics of the flaps; the opening may result from the
partial dissociation of the dimer. Therefore, it can be reasoned that changes in the
strength of intersubunit interactions via mutations might not only affect the dimer
stability, but also alter the frequency and the rate of flap opening, thereby changing the
rate for association of HIV-1 PR with a ligand.

This hypothesis is supported by experimental observations that the active PR (with
one of the aspartic acids protonated and the other deprotdfiated) inactive PRsn'™
demonstrated different structural stabilities and kinetics of ligand binding. In addition to
reducing the binding affinity of the dimer in BBy the D25N mutation increases the
association rate (K of ligand by a factor >100-fold relative to the activesRERAIthough
the difference in the Kd and,kbetween the active and inactive PRs could be caused by

the different ligands, temperatures, and concentrations of protein and substrate used in

these experimental studies, it is possible that distinct kinetics in the active and inactive
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PRs are due to different strengths of the interactions, formed between the protonated Asp
and the deprotonated Asp, and formed between the two Asn at the active site.

Moreover, several experiments have shown that the introduction of D29A and R87K
to HIV-1 PR disrupts the dimer interface interactions and therefore depletes its catalytic
activity.”” %8 As discussed in Chapter 1 (Figure 1-9), the interactions formed by the
residues between the two monomer subunits involve an intra-molecular salt bridge
formed between Asp29 and Arg87, an inter-molecular salt bridge formed between Asp29
and Arg8’ and the intermonomer H-bonds between the guanidinium of Arg87 and the
carbonyls of Leu5'/Trp6*>° To elucidate the effects of the mutations within this dimer
interface region in the opening/gating dynamics of the flaps, we carried out two
additional simulations by introducing two substitutions D29A and R87K to the wild-type
sequence (PDB code 1T&Y), such that both intra-/finter- monomer salt bridges are
eliminated. The two double mutant simulations fRRrs7x) were initiated from the
closed and semi-open structures, respectively, and prepared using the protocol described
in the Methods section of Chapter 2 for the two single mutant systems (I50A and I50W).
Consistent with the wild-type system, the flap dynamics was monitored by #flap C
RMSD with respect to the two crystal structures, closed and semi-open, and the fully
open configuration obtained from the wild-type simulations. The extent of the
dissociation of the dimer was also measured by the distance between the core domains of

the two monomers.
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Figure 3-16. Time evolution of a) flappdRMSDs with respect to the three references,
the closed, semi-open crystal structures, and a fully open configuration obtained from the
previous MD simulation on the wild-type with the ITSU sequence; and b) core domain
distances during the BRars7k Simulation starting from the closed state.

As demonstrated in Figure 3-16a, the flaps deviated from the initial closed
conformation at the very early stage of the simulation (~5ns), and rearranged to a flexible
ensemble of fully open configurations after ~42ns, as evidenced by low dl&MSD
values from the open reference obtained from the wild-type (1TSU) simulation (orange
line). Note that the flaps reached an ensemble of semi-open states after ~68ns (red line)
and eventually returned to the closed state after ~120ns (blue line). In the meantime, as
demonstrated in Figure 3-16b, accompanied with the initial conformational changes of
the two flaps, the core domain distance fluctuated between 26A-32A, and gradually

increased to larger extent (~35A) before the flaps rearranged the fully-open conformation

at ~42ns. Notably, the two monomers approached to each other before the flaps re-closed
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at ~120ns with the core domain distance decreased to the same value as that in the initial
closed state.

In the simulation initiating from the semi-open flap conformation (Figure 3-17), the
flaps rearranged to a flexible ensemble at ~6ns before reaching fully-open configurations
around 23ns (orange line). Thereafter, the flaps demonstrated substantial flexibility, and
revisited the semi-open state multiple times, with flapRBASD values to the semi-open
reference fluctuating between 2A and 7A until the end of this 115ns simulation (red line).
Meanwhile, the core domain distance also exhibited large-scale fluctuations. Again, the
two monomers were separated very sharply from each other with their core domain
distance increasing up to ~40A before the flaps reached the fully-open state. The two
monomers were brought closer together when the two flaps approached each other, and

thereafter adopted the semi-open state.

Figure 3-17. Time evolution of a) flappdRMSDs and b) core domain distances in the
PRo2oars7k Simulation starting from the semi-open state.
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Thus, both the wild-type and mutant simulations support that there is a strong
correlation between the dimer stability and the flap opening dynamics; changes in the
binding strength of the dimer interface via mutations affect the gating/opening dynamics
of the flaps. In addition, the greatly enhanced flexibility and distinct dynamics of the
PRo2oarg7k Mutant simulations suggest that the interactions involving these residues are
critical in the dimer stability. Notably, this finding is also supported by the experimental
datad” 2% % which have showed that Arg87 is critical for the monomer-dimer
equilibrium of the mature PR; mutations Leu5, Asp29, and Arg87 increase the
dissociation constant of the dimer, resulting in drastically reduced catalytic activity.
Therefore, both experimental and theoretical results reveal the significance of the
interactions within the dimer interface formed between the highly-conserhesdix
(residues 86—-94) and the solvent expdséabp (residues 4’-9°) in the protein structural

stability and dynamics.

3.3.8 Biological Implication: A Potential Allosteric Site

The crucial role of HIV-1 PR in the viral life cycle has made it an important
therapeutic target. One strategy is to design competitive inhibitors which bind at the
active site to cause the HIV infected cell to release immature and non-infectious
particles*** However, the efficacy of these drugs is limited due to the emergence of drug-
resistant HIV-1 variant¥® Hence, recent drug discovery efforts have been changing
focus from the active site and seeking other regiorteePR structure as anti-PR targets,

such as the dimer interface at the N- and C- terhiifi? 2*>?*Another attractive
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alternative approach is designing allosteric inhibitors, which do not compete for the same
binding site with substrates, and would target the thermodynamic balance of the closed,
semi-open, and open ensembfésSuch allosteric inhibitors would have the virtue of
avoiding selective pressure for the PR active site to mtftasmd in combination with
active site inhibitors, these allosteric inhibitors would likely increase the number of PR
mutations required for significant clinical resistance to HAART.

In our working model, the anticorrelated behavior between the flap opening and the
compression of the elbow, fulcrum and cantilever regions has been well characterized,
thus substantiating the potential of these regions as allosterit%ités modulate the
flap dynamics. More importantly, a novel attractive allosteric site could also be suggested
from our model; a small molecule binding against the highly conserved yet weak region
of the dimer interface in the fully-open configuration, encompassing the highly-
conserveda-helix (residues 86-94) and the solvent expofddop (residues 4'-9),
would trap the enzyme in this ‘inactive’ conformation, and thus inhibit its catalytic

activity.*?

3.4 Conclusions

In this study we present a novel, yet plausible, working model of the flap-opening
mechanism captured in a microsecond timescale simulation with an explicit solvent
model. On the basis of the above structural and energetic analysis, we suggest that the
highly conserved dimer interface is a critical element not only structurally, but also

functionally; the full flap opening event is likely an intermediate state along the path of
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dissociation/association of the HIV-1 PR dimer, owing to the fact that the dimer is at
equilibrium with the monomer. The significance of the inter-subunit interactions across
the dimer interface to the gating dynamics of the flaps is not only supported by previous
experimental observations, but also confirmed by our subsequent simulations on a double
mutant dimer with reduced binding affinity at tiidhelix andp-loop dimer interface, in

which the flaps open much more readily. In addition, our model not only provides
additional support for the potential of the flap elbow, fulcrum and cantilever regions as
allosteric sites, but also predicts a novel attractive target for allosteric inhibition of HIV-1
PR; a molecule binds to the critical and highly conserved region of the dimer interface in
the fully open form may trap the enzyme in an inactive conformation, thereby preventing

substrate binding.
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Chapter 4

Solution Structure of HIV-1 PR Flaps Probed by
Comparison of Molecular Dynamics Simulation
Ensembles and Electron Paramagnetic Resonance
(EPR) Spectra

Abstract

The introduction of multidrug treatment regimens has dramatically prolonged the
progression and survival of AIDS patients. However, the success of the long-term
treatment has been hindered by strains of HIV that are increasingly resistant to inhibitors
of targets such as HIV protease (HIV-1 PR). Therefore, the need for a thorough
understanding of the structure and dynamics of HIV PR and how these are altered in
resistant mutants is crucial for the design of more effective treatments. Crystal structures
of unbound HIV PR show significant heterogeneity and often have extensive crystal
packing interactions. Recent site-directed spin labeling (SDSL) and double electron-
electron resonance (DEER) spectroscopy studies characterized flap conformations in
HIV-1 protease in an inhibited and uninhibited form and distinguished the extent of flap
opening in an unbound form. However, the correlation between EPR-measured interspin
distances and structural/dynamic features of the flaps has not been established. In this
report, we link EPR experiments and MD simulations to gain insight into the ensemble of

HIV PR conformations sampled in solution, both in the presence and in the absence of an
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FDA-approved HIV PR inhibitor. We find that the trends in the spin label distance
distributions obtained from EPR data for bound and unbound HIV PR are only
reproduced by a simulation model in which the protease significantly changes
conformation upon binding. Furthermore, the longest spin label distances are only

sampled by fully open HIV PR structures transiently observed during MD.
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4.1 Introduction

The introduction of multidrug HIV treatment regimens has dramatically prolonged
the progression and survival of patient. However, the success of the long-term treatment
has been hindered by the increasing drug-resistant strains of HIV-PR; therefore, the need
of complete understanding the structure and dynamics of HIV-PR is still crucial for the

design of novel inhibitors of this enzyme. At present, diverse structural techniques have
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provided valuable structural information about HIV-PR, including X-ray crystallography,
nuclear magnetic resonance (NMR), electron paramagnetic resonance (EPR) and
molecular dynamics (MD) simulations. Crystal structures of all ligand-bound proteases
are homogeneod§?*° showing the two flexible glycine-ricB-hairpins, the so-called
“flaps”, interacting with the ligand and completely blocking access to the active site

(Figure 4-1a).

Figure 4-1. Three conformations of HIV PR during all-atom MD with EPR spin labels: a)
closed Ritonavior bound; b) semi-open unbound; and c) fully open unbound. Top views
illustrate the reversal of handedness between the closed and semi-open form and the
separation of open flaps.

In contrast, crystal structures of apo HIV-1 PR reported to date are more
heterogeneouS? nearly all exhibit the “semi-open” form (Figure 4-1b), although
“closed” and “wide-open” forms have also been reported. Interestingly, active site access
remains blocked in both the closed and semi-open forms, thus large-scale flap opening is

presumably required to allow substrate entry. However, we recently demonstrated that

the crystallographic wide-open structlife may be an artifact of the extensive
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interactions between symmetry-related neighbors. Furthermore, this crystal structure
differs substantially from the transient open form we observed in our pr&ians the
present study (Figure 4-1c). Earlier studies also suggested a role for crystal packing in the
semi-open form?® %> %! Other calculations have suggested that the free energy
difference between the semi-open and closed conformations may be quité®small,
implying that the equilibrium of different configurations of the flaps might be easily
shifted by many factors such as mutations, ligand binding, and even crystal contacts.
Although the relationship between the conformational flexibility and catalytic
activity is still unclear, it has been suggested that the mutation might affect the flexibility
of the ligand-free enzyme, for example, M46l mutation appears to stabilize the closed
form.?* To date, obtaining structural data on the ensemble of structures adopted by the
flaps in solution is not readily accessible to experiment. Solution NMR studies on
unbound HIV PR indicate that the flap tips experience rapid (nanoseconds) local
fluctuations, while larger motions of the entire flaps occur on the microsecond timescale,
suggesting that flaps stay in a dynamic equilibrium among different conform&tions.
Recently, Fanucci’'s group’ performed site-directed spin labeling (SDSb) derive
conformational flexibility of the flaps in the absence and presence of inhibitor
(Ritonovir), viaelectron paramagnetic resonance (EPR) spectroscopy measurements of
dipolar coupling of the unpaired nitroxide electrons in spin labels attach&$53G
/K55’C on the flaps of LAI consensus sequence. This work is particularly notable since it
revealed a markedly different extent of label flexibility in the bound and unbound forms,
with an interspin distance distribution that is narrower and has a shorter average in the

inhibitor-bound as compared to unbound protease.
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The distance measured by SDSL is based on the dipolar coupling between two
unpaired nitroxide electrons, which are located ~7 A from th@t@m of the protein
backbone (Figure 4-2). Thus the information obtained from this technique reports only
indirectly on the behavior of the flaps themselves. It is likely that the observed label
distributions report on flap dynamics, rather than changes in the label as a result of
inhibitor binding. The shift in distribution in the presence of inhibitor could reflect the
rearrangement of the flaps from semi-open to closed handedness (Figures 4-1a and 1b,
top) or could arise from decreased flap motion due to direct interactions between flaps
and inhibitor (Figure 4-1a). However, the successful interpretation of SDSL-EPR data
and potential application to drug-resistant HIV PR requires additional data concerning
which specific flap conformations give rise to particular ranges of spin label distances,
and how these ensembles are affected by inhibitor binding. Importantly, it is unclear
whether the observed interspin distance distribution can be explained solely by an
ensemble consisting of conformations seen in the various crystal structures. Therefore,
establishing a correlation between EPR-measured interspin distances and structural
dynamic features of the flaps is essential in the interpretation of the current and future

EPR data for this system.
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Figure 4-2. Structure of a nitroxide spin-label side chain with the distance from the C
atom to the spin label indicated.

We have previously shown that our simulation model of HIV PR is able to
accurately reproduce a spontaneous change between semi-open and closed handedness
upon addition or removal of a cyclic urea inhibitor**We employed this model, with
addition of spin label prob&$ to the simulated HIV PR, for comparison against EPR-
based data in order to determine the ensemble of conformations that best agrees with EPR
data.

In this present work, we performed a series of MD simulations, in fully explicit
solvent with the ff99SB protein force fie?dusing the LAI consensus HIV PR sequence,
which contains several mutations to match the EPR experiments (Q7K, L33l, L63l, 67A,
C95A, D25N and K55C for MTSL attachment), and two methanethiosulfonate (MTSL)
spin labels attached via disulfide bonds at C55 and, @&fpectively. In the Ritonavior-
bound simulations, the N-N distance exhibited similar restricted fluctuations, in

agreement with EPR measurement of the bound HIV-1 PR. In unbound semi-open,
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significant but transient opening and closing events were observed, giving further
evidence for the considerable variability of this flap configuration. A significantly longer
and wider N—-N distance distribution was obtained, in very good agreement with EPR
measurements of unbound HIV PR. Thus, our results strongly support the hypothesis that
the flaps in unbound form exist in an ensemble of conformations between ‘semi-open’,
‘closed’ and ‘open’ conformations, and exhibit considerable flexibility to allow substrate
entry and product exit. Moreover, the combination of our MD simulations and EPR
spectra suggested that the semi-open form is likely the dominant configuration for this
ligand-free HIV-PR in solution, and provided further evidence that a rearrangement of

the flap region occurs upon ligand binding.

4.2 Methods

4.2.1 Construction of the Modeled Structures

The coordinates for Ritonovir (RIT)-bound simulation were obtained from a
complex X-ray structure (PDB code: 1HX¥). In order to identify the dominant
conformation of the flaps in this free enzyme which can exhibit substantial flexibility and
reproduce theEPR-measured interspin distancesnulations for the unbound protein
were initiated from two different conformations: closed and semi-ofje®.coordinates
for semi-open simulations were obtained from the semi-open crystal structure (PDB
code: 1HHP®) for apo HIV-PR; the coordinates for closed simulations using the crystal

structure with Ritonavior bound complex (1.8A; PDB code: 1HXywith the inhibitor
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stripped out prior to the simulatioBoth catalytic Asp residues were modeled as Asn to
be consistent with the EPR experiments, which was incorporated to prevent protein
degradation during the time course of data collection. Additionally, each system
contained the same mutations as introduced in the EPR experiments: three mutations that
provide protection from autocatalytic cleavage, Q7K, L33, %634nd mutations C67A

and C95A to avoid unspecific spin labeling as well as disulfide crosslinking. The
construct was referred as PMPR in the EPR experim&n&ite K55C was chosen to
attach methanethiosulfonate (MTSL) spin labels via disulfide bonds. All mutations were
modeled by Swiss-PdbView&! Ritonovir parameters were generated using the
antechamber module of Amber with AM1/BCC charge assignment. The force field
parameters of the nitroxide spin label was provided by Haworth's §fbumber
parameter files are included with Appendix Informatielydrogen atoms were added

using the Leap module in the AMBER 9 software packaye.

4.2.2 Minimization and Equilibration

We performed minimizations and MD simulations in a manner similar to that
described in the Methods section of Chapter 2. All calculations were performed using the
Amber 9 program packab® and the ff99SB modificatidh of the Amber ff99 force
field.%® Minimizations and MD simulations were carried out using the Sander module of
the AMBER 9 packag®? For all simulationstemperature was maintained at 300K using
the Berendsen algorithff’ The SHAKE algorithm was used to treat the bonds involving

hydrogerm-*® The long-range electrostatic interactions were calculated by the particle
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mesh Ewald (PME) meth8tiwith a dielectric constant 1.0. A cutoff of 8A was used to
calculate the direct space sum for PME.

To avoid steric clashes caused by the introduced mutations, the structures were first
subject to a stepwise minimization and equilibration in the presence of the implicit
solvent model (using the ‘mbondi2’ radii and ‘igb = 5’). Energy minimization was
achieved in four steps. First, movement allowed only for the mutated residues; while the
protein (i.e., the coordinates of those atoms are experimentally determined) were
positionally constrained (not fixed) using a harmonic potential with a force constant of
50kcal/(mols&). Next, all heavy atoms of the protein were restrained with forces of
10kcal/(mol+X). Then the position restraints were only imposed on the backbone with
forces of lkcal/(molsA). In this step, steric collisions of the automatically generated
residues were minimized, and favorable configurations of the side-chains of the mutated
residues were obtained while the experimentally determined coordinates were
maintained. Finally, all atoms were free to move. Next, the purpose of the subsequent
MD simulation is to extensively relax the configuration of the placed mutations by
adding the thermal fluctuation. For that purpose, the temperature was raised from 100K
to 300K over 50 ps in 10-ps intervals using Langevin dynamics. Only the mutated
residues were permitted to move freely in the energy minimization, while the
experimentally determined coordinates were positionally constrained with a force
constant of 50kcal/(molsA. This was followed by an equilibration phase of 200 ps under
constant pressure (NPT) at 300K using a coupling constant of 0.5 ps, with restraints on
the experimentally determined coordinates, and gradually reduced from 10 to 1, 0.1 and O

(moleA?) in 50-ps intervals.
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Then each system was solvated in a truncated octahedron periodic box containing
6000-6500 TIP3P water molecules, with the box extending 8A from the extremes of the
solute. Energy minimization was achieved in five steps. The solvent molecules were
firstly relaxed, while all heavy atoms in protein were restrained with forces of
50kcalmol*A™2. Then, the systems were continually relaxed with the restraint force
constant gradually reduced to 10 and 0.1lkcal/(nfdleAhen only the backbone was
restrained with forces of 1kcalmoh™2 Finally, all restraints were lifted and whole
system was relaxed. In each step, energy minimization was executed by the steepest
descent method for the first 10,000 cycles and the conjugated gradient method for the
subsequent 10,000 cycles. After the relaxation, the systems were gradually heated to
300K during a 50 ps run unddiVT condition using the Berendsen algoriffifwith a
coupling constant of 0.5 ps, with all heavy atoms restrained by 5kcal/mdh#s was
followed by a three-stage equilibration un®#T condition with a coupling constant of
1 ps and at the pressure of 1latm: i) a restrained MD simulation for 50 ps, while keeping
the heavy atoms restrained with a force constant of 1kcal/fpail}An additional 50 ps
long MD with a restraint force constant 0.5kcal/mélefily imposed on the backbone;

iii) a short equilibration of 50 ps without any restraints was performed.

4.2.3 Production Runs

The configurations from the above equilibration stages were used as the starting
configurations for the production runs. The time step for integration was set as 2 fs, and

the coordinate sets were saved at every 10 ps for subsequent anlgspsoduction
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phase of the MD simulations was ~150 ns for each of two simulations for each set.
Simulation lengths are summarized in Table 4-1.

Table 4-1. Timescale of All Spin-labeled Simulations

Bound Unbound closed Unbound semi-open
Simulation
Runl Run?2 Runl Run?2 Runl Run?
Timescale 114ns 160ns 140ns 125ns 168ns 12bns

4.2.4 Data Analysis

Distances and RMSD values were calculated using the PTRAJ module in the Amber
9 software packag€® Histograms of distance distributions were constructed with
intervals of 0.1 A using the Xmgrace program. The flap conformation was monitored by
RMSD of the @ atoms of the two flaps (residues 46-55, 46’-55’) overlapped on the flaps
of the initial closed state and of the apo X-ray crystal structure (PDB code: {}HP
respectively. The extent of flap opening was gauged by the distance between the nitrogen
atoms on the side chain of the two spin labels attached at position 55 in each subunit,
termed as interspin distance. RMSD and distance were calculated from the combined set
of structures from two simulations initiated in the semi-open structure (~30,000 frames).
The populations in both EPR experiments and MD simulations were assigned to flap
conformations of curled/tucked, closed, semi-open, and wide-open: populations with flap
Ca RMSDs to both closed and semi-open references of > 5A and with the average
interspin distance of 28 A are in ‘tucked’ form; populations with flapRBSD to the

closed reference of < 1.5A and with the average interspin distance of 33A are in ‘closed’
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form; populations with flap € RMSD to the semi-open reference of < 2.0A and with the
average interspin distance of 36A are designated as ‘semi-open’ states; populations with
flap Co RMSD to both references > 10A and the average interspin distance of 40A are in
‘fully-open’ forms. These assignments are based upon extensive characterization of apo-

HIV-1PR in our previous MD simulations and EPR experimétits.

4.3 Results and Discussion

4.3.1 Internitroxide Distances from MD Simulations and the EPR

Parameters

We performed a series of MD simulations, in fully explicit solvent with the ff99SB
protein force field, using the LAI consensus HIV PR sequence (with several mutations to
match the EPR experiment) and methanethiosulfonate (MTSL) spin labels attached via
disulfide bonds at C55 and C58ound HIV PR simulations used closed coordinates.
Simulations for unbound protease were initiated from both semi-open and closed
coordinates. Two simulations of 150 ns were performed for each of the three systems
(750 ns total).

In the labeled-bound simulations, the MTSL N-N distance was confined to 30-33 A,
in near-quantitative agreement with EPR measurement of the bound HIV PR (Figure 4-
3). Thus, both the EPR experiment and the simulations revealethénfiaps assumed

the closed state with Ritonavior bound, in consistent with X-ray structures of HIV-1 PR
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complexes. In addition, restricted amplitude of flap motions was observed, perhaps due to

the inhibitor.

Figure 4-3. MTSL spin label distances in the Ritonavior bound complex from EPR
experiment and MD simulations, respectively.

However, in the unbound closed simulations(Figure 4-4), the overall shape and
breadth of the distance profile exhibited similar restricted fluctuations as in Ritonovir-
bound simulations, with a similar average distance despite the loss of the flap-inhibitor
interactions. This unbound closed model is in disagreement with the EPR data,

suggesting that simple loss of the inhibitor is not enough to account for the observed
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trends in both width and average of the nitroxide distance distribution. Interflap hydrogen
bonding was observed in these simulations, contributing to the stability of the closed

flaps on the >100 ns timescale of both simulations (Figure 4-5).

Figure 4-4. MTSL spin label distances in the unbound LAI' from EPR experiment and
MD simulations starting from the unbound closed form.
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Figure 4-5. The H-bonding pattern within the flap region in unbound closed simulations.

This observation is consistent with the microsecond timescale of large-scale flap
motion suggested by NMR, further indicating that nanosecond timescale flap tip motion
is not responsible for the changes seen in the EPR data upon inhibitor binding.

In unbound semi-open simulations, significant but transient opening and closing
events were observed, giving further evidence for the considerable variability of this flap
configuration. The changes in flexibility are inferred from the breath of the distance
profile. As indicated in Figure 4-7, a significantly longer and wider N-N distance
distribution was obtained in the simulations, with each peak corresponding well to
distinct flap conformers, ranging from the ‘tucked’, ‘closed’, ‘semi-open’ and ‘fully-
open’ forms. It is worth noting that EPR spectra is sensitive to tau values; better
agreement between the MD reconstructed interspin distance and the EPR measurement of
unbound HIV PR was achieved when the EPR data was recollected using a tau of
1.8microsec and reanalyzed using a lambda value of 20. Note the distance profile differs

slightly from the one reported befofg.
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Figure 4-6. MTSL spin label distances in the unbound LAI' from EPR experiment and
MD simulations starting from the unbound semi-open form.

Furthermore, we note that the motion of the nitroxide side chain also contributes to
the distance distribution between the nitroxide spin labels since structures with flap
backbone rmsd values of < 1A still span a range of distances from 30 to 40A (Figure 4-
4). Importantly, MD structures with spin label distances greater than 40A always had flap
rmsd values of at least 3A as compared to the closed, semi-open, and wide-open

crystallographic forms. This suggests that the EPR-based ensemble includes flap
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conformations that matatone of the reported unbound crystal structures but can indeed

be explained by full opening events as observed in MD simulations.

Figure 4-7. . Flap RMSD as a function of the interspin distance during the MD
simulations starting from the semi-open conformation, compared with the closed, the
semi-open crystal structures. While the structures are sampled that are similar to either
the closed (1HXW), semi-open (1LHHP) or “wide-open” (1T¥¥)7 structures, the
simulated conformations with long label distances (> 40A) match none of these crystal
structures.

Nonetheless, discrepancies in the distance distribution between MD simulations and
EPR measurement still remain. First of all, structures with the average distance of 33A,
corresponding to the closed states, are present in the simulations; whereas, there is no
detectable population near that range in the EPR data. Secondly, a greater percentage of
the unbound ensemble is seen in the ‘tucked’ conformations in the EPR experiment than
in the MD simulation. A likely source of these uncertainties is that, even with >100 ns of
simulation, the populations of different structures have not reached convergence.
Noticeably, structures with long nitroxide distances (40-45A) are present in the
simulations, but at a lower population than indicated by EPR data. The difference cannot

be explained solely by changes in equilibrium among the crystal forms since none of

those structures can sample long enough distances. Therefore, this uncertainty might be
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explained by the insufficient sampling of fully-open structures in the MD population; on
the other hand, the simulations modeled only the dimer, while the experiment likely also
contains a population of monomeric HIV PR. It will also be important to determine
whether the contribution of these “open” structures with long label distances changes as
the glassing agents which are used to ensure the formation of a good glass (separate
molecules better) in the EPR experiments are varied, typically ethylene glycol or
glycerol. These glassing agents are used to break up the spin—spin communication in the

aqueous that contributes to the relaxation time.

4.4 Conclusions

To establish the correlation between EPR-measured interspin distances and
structural/dynamic features of the flaps, we performed a series of MD simulations in
explicit water using the LAI consensus HIV PR sequence with methanethiosulfonate
(MTSL) spin labels attached via disulfide bonds at C55 and.%fs study provides
insight into the ensemble of conformations sampled by HIV PR flaps in solution, both in
the presence and in the absence of an FDA-approved HIV PR inhibitor. Overall, the
interspin distances sampled in semi-open unbound simulations are in much better
agreement with the EPR data than are the simulations initiated with the closed HIV PR
structure, suggesting that the semi-open form is the dominant configuration for this
ligand-free HIV PR in solution, at least under the conditions probed by EPR. In addition,
both the simulations and the EPR spectroscopic data strongly support the hypothesis that

the flaps in the unbound state exist in a diverse ensemble of conformations fluctuating
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between semi-open, closed, and open, exhibiting considerable flexibility to allow

substrate entry and product exit.
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Chapter 5

Drug Pressure Selected Mutations in HIV-1 PR Alter Flap

Conformations as well as its Dynamics

Abstract

Human immunodeficiency virus type 1 (HIV-1) protease plays a fundamental role in
the maturation and life cycle of the retrovirus HIV-1, as it functions in regulating post-
translational processing of the viral polyprotegag andgag-pol; thus, it is a key target
of AIDS antiviral therapy. Accessibility of substrate to the active site is mediated by two
flaps, which must undergo a large conformational change from an open to a closed
conformation during substrate binding and catalysis. In the present work, the flap
conformations of two drug-resistant HIV-1 protease constructs were characterized by
molecular dynamic (MD) simulations and distance measurements with the electron
paramagnetic resonance (EPR) method of site-directed spin labeling (SDSL) with double
electron-electron resonance (DEER) spectroscopy, and compared to wild-type HIV-1 PR.
MD simulations accurately regenerate the experimentally determined distance profiles
and provide structural interpretations of the EPR data. The combined analyses show that
the average conformation of the flaps, the range of flap opening and closing, and the
flexibility of the flaps differ markedly in HIV-1PR as multiple mutations arise in

response to antiviral therapy, providing structural insights into the mechanism of inhibitor
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resistance that can be understood as inducing shifts in the relative populations, or

conformational sampling.
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5.1 Introduction

The global spread of the human immunodeficiency virus (HIV) causing the acquired
immune deficiency syndrome (AIDS) has evolved into an immense health problem with
total estimated infection numbers ranging from 34 to 46 million people (UNAIDS/WHO

2008). Human Immunodeficiency Virus type 1 protease (HIV-1PR) is an enzyme
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responsible for gag-pol processing, an essential step in viral maturation and the lifecycle
of HIV-1. Inhibition of the activity of HIV-1PR results in immature virus particles that
are noninfectiou§>® The idea of inhibiting viral replication by disturbing the protease
function has led to the development of a class of drugs known as protease inhibitors
(P1).?® Modern HIV combination therapies, referred to as “Highly Active Anti-Retroviral
Therapy” (HAART), attack the virus with a combination of one protease inhibitor and
two reverse transcriptase (RT) inhibitdf8.The long-term efficacy of antiretroviral
therapy, however, has led to the emergence of HIV-1 variants with reduced susceptibility
to antiviral drugs>° The frequency of one or more major resistance mutation in recently
infected individuals increases from 3.8% to 10.2% while on treatment in a five-year
period as reported from the Wégt.

Mutations at more than 20 positions in HIV-1 protease have been associated with
resistance to currently available protease inhibitors (PIs). Ten of these mutations (D30N,
V32l, L33F, M46IL, 147VA, G48V, I50VL, V82A/F/L/ISIT, 184V and L90M) do not
occur as natural polymorphisms in HIV-1 isolates from untreated persons and have been
designated primary resistance mutations. Primary mutations directly confer resistance to
one or more protease inhibitors, whereas secondary mutations reduce drug susceptibility
or improve replicative fitness of the virus in conjunction with primary mutations or in
synergistic form with other secondary mutations. Mutations can either occur at active-site
or nonactive-site locations in HIV-1 protease (Figure 5-1), and can also confer different

levels of resistance.
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Figure 5-1. Structure of a dimeric HIV-1 protease with thep@sitions of most common
primary and secondary drug-resistance mutations shown as spheres. Primary mutations
(30, 46, 48, 50, 82, 84, 88 and 90) are shown in red; secondary mutations (10, 20, 24, 32,
33, 36, 47, 53, 54, 63, 71, 73, 77 and 93) in blue. Both types of mutations are labeled in
one of the subunits.

Active-site mutations are exclusively primary ones, but not all primary mutations are
necessarily limited to the active-site (e.g. the nonactive site mutations at sequence
positions 46, 88 and 90 can also directly confer resistance. It can be readily understood
how mutations within the active site pocket reduce inhibitor effectiveness considering
that many of the current Pls have been specifically designed to bind tightly to the shape
of the active site cavity. However, the mechanism by which mutations th&iGire
within the active site cavity modulate PI efficiency remains uncertain.

Analysis of data from the Stanford Drug Resistance Databasdicates that while

polymorphisms in the sequence of HIV-1PR naturally occur there are regions in the
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protein sequence that appear invariant under normal evolutionary pressures (Figure 5-2).
These invariant regions coincide with the structural elements of the dimer interface, the
active site floor, the P3-P3ubstrate binding region, and the flaps. Strikingly, upon
exposure to protease inhibitor (P1) cocktail treatment, numerous mutations develop, with
high occurrences near residues 40-56 and 80-90, which correspond to the hairpin flaps
and the P3-P3ubstrate binding cleft. Amino acid substitutions arise in these regions of
the protein from random mutations that alter the ability of a given inhibitor to bind as
tightly to the active site pocket, allowing for effective protease function with subsequent
viral maturation and proliferation of the mutation. Many of these mutations also alter the
kinetics of the protease for the multiple polypeptide cleavage sequences in the gag-pol

polypeptide?>®2°t
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Figure 5-2. A Summary of sequence analysis showing the percentage of mutation
prevalence of naturally occurring polymorphisms in HIV-1 PR subtype B for protease
inhibitor (PI) naive and exposed patient. Prevalence is defined as a measure of variability
for each protease sequence vs. the subtype consensus (e.g. 0% prevalence corresponds to
a residue that is conserved in all sequences for a particular subtype).
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It has been hypothesized that these nonactive-site mutations are able to affect the
enzymatic activity via mechanisms that have been related to differences in the
conformational flexibility?®>***and thus may also influence ligand binding affinity due
to the presence of different amounts of “binding-competent” conforma&fi6fs. For
example, mutations in the elbow and flap regions (residues 36-58) have been suggested
to alter either the conformation of the flaps or closing or the mobility of the flaps, or
both?°8%°% 2%¢|n addition, a previous MD simulatiBfi also suggested that different
molecular mechanisms contribute to resistance in active-site and nonactive-site mutants,
and a nonactive-site mutation (N88S) can actually shift the conformational equilibrium of
the free protease owing to the alternative hydrogen bonding pattern at the site of mutation.

Previously, Fanucci’'s group has shown that site-directed spin labeling (SDSL) and
pulsed double electron-electron resonance (DEER) electron paramagnetic resonance
(EPR) spectroscopy can distinguish between conformations of the flaps in the inhibitor
bound “closed” state and the apo-state of HIV-1'BRur previous molecular dynamics
(MD) simulations of flap motion in the LAKPMPR + K55MTSL + D25N) sequence
have also reproduced the DEER-based distance distribution profiles, and provide a
necessary link that correlates the EPR distances to structural and dynamic features of the
flaps?®® From the most probable distance and the distance distribution profiles,
information about the ensemble flap conformations in solution is obtained.

In this present work, we show that mutations that arise in response to Pl treatment
alter the flap conformations in the apo-state, defined as the conformations sampled in the
absence of substrate/inhibitor. Specifically, we investigated two drug resistant variants,

V6, isolated from a pediatric patient while on Ritonovir therapy, and MDE76¢°
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that is known to confer drug resistance to seven U.S. FDA-approved protease
inhibitors™®®  (nelfinavir, saquinavir, indinavir, ritonavir, amprenavir, lopinavir,
Atazanavir). Each of the two constructs contains the following mutations relative to the
LAl consensus sequence, as summarized in Table 5-1. The locations of these mutations

are shown in Figure 5-3. As in our earlier wotk,*®’

the two naturally occurring Cys
residues (C67 and C95) were mutated to Ala and site K55C was chosen as the EPR
reporter site and labeled with (1-Oxyl-2,2,5,5-Tetramethyl-3-Pyrroline-3-Methyl)
methanethiosulfonate, (MTSL). In addition, in order to prevent protein degradation
during the time course of data collection, the active site mutation, D25N was
incorporated. These inactive constructs used for the EPR studies and MD simulations are
referred to as LAI', V6’ and MDR769’. Notably, the LAI' sequence also contained three

mutations that provide protection from autocatalytic cleavage: Q7K, L331,2263h an

earlier work, the LAI' sequence was referred as PMPR.

Table 5-1 Mutations in each mutant construct relative to the wild-type (LAI’)

Variants mutations

LAF

MDR769’ L10l, M36V, S37N, M46L, 154V, 162V, L63P, A71V, V82A, 184V,
L90OM

Ve’ K20R, V32l, L33F, M36l, L63P, A71V, V82A, L90M,
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Figure 5-3. Ribbon diagrams of HIV-1PR in the semi-open conformation (1HHP) with
the nitroxide spin probe, MTSL, appended at site K55C. Colored spheres represent the
Ca position of mutations relative to LAI' in MDR769’ (top) and V6’ (bottom) in the
active site cavity, and the nonactive site region, and flaps/elbows are shown in red, blue,
and green; respectively. Diagrams were rendered with VMD.
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5.2 Methods

5.2.1 Construction of the Modeled Structures

The 2G68°°semi-open crystal structure was used as the starting point for our MD
simulations. Both catalytic Asp25 residues were modeled as Asn25 to be consistent with
the EPR experiments. Additionally, same mutations were introduced to the 2G69
sequence as in the EPR experiments (the sequences were the LAI, V6' and MDR769'
described above). All calculations were performed using the Amber 9 program
packag&®® and the ff99SB modificatidf of the Amber f99 force fiel@® All mutations
were performed using Swiss-Pdb VieWw&Based on Molprobity analysf’ ASN88/88’
amide groups were flipped in both mutants. Hydrogen atoms were added using the Leap
module in the Amber9 software packdd¥The parameters for the Cys- MTSL spin label

construct were previously publish&d.

5.2.2 Minimization and Equilibration

We performed minimizations and MD simulations in a manner similar to that
described in the Methodology section of Chapter 4. To avoid steric clashes caused by the
introduced mutations, the structures were first subject to a stepwise minimization and
equilibration in the presence of the implicit solvent model. Energy minimization was

achieved in four steps. First, movement allowed only for the mutated residues; while the
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protein (i.e., the coordinates of those atoms are experimentally determined) were
positionally constrained (not fixed) using a harmonic potential with a force constant of
50kcal/(mols&). Next, all heavy atoms of the protein were restrained with forces of
10kcal/(mol+X). Then the position restraints were only imposed on the backbone with
forces of lkcal/(molsA). In this step, steric collisions of the automatically generated
residues were minimized, and favorable configurations of the side-chains of the mutated
residues were obtained while the experimentally determined coordinates were
maintained. Finally, all atoms were free to move. Next, the purpose of the subsequent
MD simulation is to extensively relax the configuration of the placed mutations by
adding the thermal fluctuation. For that purpose, the temperature was raised to 300 K
over 50 ps in 10-ps intervals using Langevin dynamics under constant volume condition
(NVT), and only the mutated residues were permitted to move freely as the first energy
minimization, while the experimentally determined coordinates were positionally
restrained with a force constant of 50kcal/(md):AThis was followed by an
equilibration phase of 200ps under constant pressure (NPT) at 300K using a coupling
constant of 0.5ps, with restraints on the experimentally determined coordinates, and
gradually reduced from 10 to 1, 0.1 and 0 kcal/(m®)li 50-ps intervals.

Each system was then solvated using the tleap module in a truncated octahedron
periodic box containing 7233 (MDR769) and 7264 (V6) TIP3#ater molecules, with
the box extending 8A from the extremes of the solute. Energy minimization was achieved
in five steps. The solvent molecules were firstly relaxed, while all heavy atoms in protein
were restrained with forces of 50kcal/(molAThen, the systems were continually

relaxed with the restraint force constant gradually reduced to 10 and 0.1 kcal/3molsA
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Then only the backbone was restrained with forces of lkcal/(folinally, all
restraints were lifted and whole system was relaxed. In each step, energy minimization
was executed by the steepest descent method for the first 10,000 cycles and the
conjugated gradient method for the subsequent 10,000 cycles. After the relaxation, the
systems were gradually heated to 300 K during a 50 ps run NMw@econdition using

the Berendsen algoritfif! with a coupling constant of 0.5 ps, with all heavy atoms
restrained by 5 kcal/(mol¥} This was followed by a three-stage equilibration under
NPT condition with a coupling constant of 1 ps and at the pressure of 1atm: i) a restrained
MD simulation for 50 ps, while keeping the heavy atoms restrained with a force constant
of 1 kcal/(mols&); ii) an additional 50 ps long MD with a restraint force constant 0.5
kcal/(mol+A?) only imposed on the backbone; iii) a short equilibration of 50 ps without

any restraints was performed.

5.2.3 Production Runs

The configurations from the above equilibration stages were used as the starting
configurations for the production ruri%or all simulationstemperature was maintained at
a temperature of 300K using the Berendsen algoffthand pressure of latm for
subsequent production runs of ~ 30 mee SHAKE algorithm was used to treat the
bonds involving hydrogef?® The long-range electrostatic interactions were calculated by
the particle mesh Ewald (PME) metfiddvith a dielectric constant 1.0. A cutoff of
8A was used to calculate the direct space sum for PME. The time step for integration was

set as 2 fs, and the coordinate sets were saved at every 10 ps for subsequent analyses.
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5.2.4 Data Analysis

Distances and RMSD values were calculated using the ptraj module in Amber 9.
Histograms of distance distributions were constructed with intervals of 0.1 A using the
Xmgrace program. Average structures were obtained using ptraj, following best-fit of all
frames to the non-flap region of the 2G69 crystal structure. Following calculation of
average coordinates, conformations were energy minimized for 1000 steps to regularize
the structure. The differences in the flap conformations among the mutants were not

affected by the minimization.

5.3 Results and Discussion

5.3.1 Overall Structural Variation

A qualitative examination of the trajectories obtained from both the wild-type
(LAI'/PMPR) and the two mutant simulations (V6' and MDR769’) shows that all
systems deviated to different extents from their starting structures, resulting in protein
backbone RMSDs from the starting semi-open reference (PDB code 2G69) of
approximately 1.2A - 3.5A after 20 ns. Notably, the magnitude of fluctuations varied
among the three systems with the wild-type (LAI') demonstrating much larger

fluctuations than the two mutant systems.
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Figure 5-4. Protein backbone RMSD with respect to semi-open crystal structure (2G69)
throughout the three simulations.

The structural variations were further assessed by calculating atomic fluctuations in
proteins over the entire simulations. The atomic fluctuation per residues varied along the
poly peptide chain in a similar manner for all simulations, as shown in Figure 5-5. The
regions of low variation in all constructs were residues 5, 22-26, 31-33, 64, 75, 85-90 in
both subunits. The largest variation was observed for surface turn around residues 16-18,
the surface loop from 34-43, and flap residues 44-57 of both subunits. In particular, the
flaps in the wild-type protease exhibited much larger fluctuations than those in the mutant
systems, and no large-scale flap opening were observed for the V6' and MDR769'

systems during the courses of simulations.
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Figure 5-5. Atomic fluctuations simulated for the three proteases, LAI' (black),
MDR769" (red) and V6’ (blue). Error bars reflect the difference between the two
monomers

5.3.2 Comparison of the Interspin Distances from EPR and MD

Simulations

Because HIV-1 PR is a homodimer, generation of a single cysteine mutant for spin
labeling provides a pair of spin labels for DEER measurements, where the magnitude of
the magnetic dipolar coupling of the unpaired nitroxide electrons, which scales, as 1/
detected from analysis of the modulation of the spin echo ampfittitfé.Shown in

Figure 5-6 is the DEER echo curves for the three constructs, with their respective best
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solutions obtained from Tikhonov Regularization. The corresponding distance
distribution profiles for spin-labeled constructs of LAVE, and MRD769 were
obtained by applying Tikhonov regularization, using ltheurve as criterion for optimal
parameter regularizatidi> A Gaussian fitting was then performed on these curves to
enable the extraction of the calculated width at half-height. The results are presented in

Figure 5-7 (top).

— LAl
1.0\ — MDR769
—— V6

Intensity (a.u.)

Time (us)

Figure 5-6. Normalized and background subtracted time domain dipolar evolution for the
three constructs. The solid smooth lines represent the respective best solutions obtained
from Tikhonov Regularizatidii? for HIV-1PR samples labeled at site K55C with MTSL.
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It is apparent from the distance distribution profiles (Figure 5-7, top) that the
conformations of the flaps in V&nd MDR769 vary from those of LAl The most
probable distance between spin labels ini¥®4.9 + 0.7A, which is slightly shorter than
that determined for LAI(35.5 + 1A). On the other hand, for MDR76%he most
probable distance is slightly larger than in LAhd is found to be 36.4 + 0.5A. A more
open structure for MDR76%han the wild-type LAlagrees well with the reported crystal
structure (PDB code: 1TW7}? a “wide-open” structure representing an opening that is
8A wider than the “semi-open” structure of apo HIV-1 PR. However, for the three
constructs, a striking difference is observed in the breadth of the distance distribution
profiles, which reflects the range of opening and the conformational flexibility of the
flaps. In both V6and MDR769 analysis of the DEER data shows that the flaps do not
span the full range of distances seen for 'LAor V6, the flaps span distances of
28-42A, and for MDR769 a distance breadth of 31-42A is obtained. Both of these
ranges are narrower than the 23-48A seen for [fAdm the experimental signal/noise,
errors for distance distribution profile breadths are estimated to be +2A 1MRB769
and +4 A for LAI).

In the MD simulations of the three sequences, overall, the trends of the distance
distribution profiles are in excellent agreement with those derived from the DEER data,
as summarized in Table 5-2 and shown in Figure 5-7. The MD reconstructed 55N-55'N
distance distribution profiles for both V&nd MDR769are narrower than for LAIwith
both lacking long distances that correspond to a fully-open conformation of the flaps as
seen in the wild-type sequence. Furthermore, the MD results predict the same shift of the

most probable distance between the nitroxide spin labels seen in the EPR data for the
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three constructs: V& LAI' < MDR769, implying different conformational flexibility of
these proteases. Thus, a very good agreement between the distances measured
experimentally or extracted from MD simulations verifies that our simulations could

robustly reproduce the experimental data, as observed in our previouwork.

Table 5-2. Summary of distance parameters obtained from DEER distance profiles and
MD simulations

construct avg. dist. range (span)
EPR MD EPR MD
LAI 35.5+1.0A 34.5+0.7A 23 to 48A 25 to 50A
MDR’ 36.4+0.5 A | 36.5+0.5 A 31to 42 A 32t0 41 A
V6’ 34.9+0.7 A | 34.2+0.3A 28to 42 A 28 to 43 A

The estimation of error in the average spin label distance for each construct from
EPR measurement was assessed by shifting the distance distribution to larger and smaller
values that typically range from 0.5 to 5.0A. The range of the distance distribution for
each system from MD simulations was determined by histogram of the distances between

the nitroxide nitrogen atoms attached to 55K on each flap.
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Figure 5-7. Interspin distance distribution profiles from TKR of EPR data (top) and
55N-55'N distance profiles from MD simulations (bottom).

Moreover, we note that the EPR-measured interspin distances might have a rather
large uncertainty when translated into distances betweanp carbons, owing to the
significant length of the spin label linking arm. In addition, spin-label conformations are
likely stabilized by weak specific interactions with neighboring amino acid side chain or
backbone atoms. To address the question of whether the spin label distances could
represent the local motions of the protein backbone, we calculated the distances between

the twoa carbons on the K55C and K55’C residues, where the spin labels are attached,
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termed as 55&55'Ca distance, and compared with 55N-55'N distances. The results
presented in Figure 5-8 reveal that the distance distributions betweea gagr<for the
residues 55C/36 have the same trend in most probable distances as those observed in
the nitroxide nitrogen pairs, with the flap tips sampling shorter distances in V6', whereas
the flaps being on average more open in the MDR769"' mutant. However, there exists a
discrepancy between the two measurements. The distance distributions between the C
pairs for the residues 55C/&5has two peaks in both the LAl and V6’ sequences,
representing two conformations of the flaps, whereas there is only one peak in their
corresponding distance distributions for the nitroxide nitrogen pairs. This apparent
discrepancy can be explained by the flexibility of the spin labels which accommodates
the differences in the backbone conformations. Thus, these measurements provide further
evidence that the changes seen in the EPR data analysis for LAGNY@&IDR769are
dominated by changes in the protein backbone positions with minor contributions from

the internal motions of the side chains of the spin labels.
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Figure 5-8. Distributions of distances between the carbon atoms (top) and the nitroxide
nitrogen atoms (bottom) in the residues K55C and K55'C sampled during the MD
simulations of LAI (black), MDR769 (red) and V6 (blue).

5.3.3 Comparison of Average Conformations

To obtain insight into structural conformations that correspond to the experimentally
determined distance profiles, we calculated the average conformations sampled during
the MD simulations (Figure 5-9). The flaps in the Laimulation adopted a degree of

closure in excellent agreement with the semi-open crystal structure of apo HIV-PR (PDB
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code: 2G69). In contrast, but also consistent with the EPR data analysis, the flaps of the
MDR769 mutant assumed a more open conformation than those gfidaile the flaps
in V6’ were more closed relative to LANote that all structures adopt the semi-open flap

handedne$3

Figure 5-9. Comparison of averaged structures sampled during MD simulations of the
three sequences. For clarity, only the backbone ribbon and Cys-MTSL side chain are
shown. KEY: LAl “wild-type” (black); V6 (blue); MDR769(red).

To quantitatively determine the extent of flap opening with respect to the active site
in different sequences, we measured the distances sampled between the center of mass

(COM) of 5 central residues on each flap (residues 48-52) and the COM of the two

Asn25/25’ residues during the simulations. The results confirm the conclusions obtained
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from the average structures. As demonstrated in Figure 5-10, the flap tips are closer to the
active site in V6’ sequence, whereas the flaps are on average more open in the MDR769

mutant.

Figure 5-10. Histogram of distances sampled between the COM of 5 central residues on
each flap (residues 48-52) and the COM of the two Asn25/25' residues sampled during
the MD simulations of LAI (black), MDR769 (red) and V6 (blue).

To sum up, results from MD and DEER show unambiguously that mutations linked
to function and inhibitor resistance can alter flap conformations in HIV-1PR. Upon the
basis of the combined analysis, we see that both the breadth of the flap distance
distribution profile and the average conformation are altered in the mutants, providing
valuable insight into the coupling of drug resistance and protein backbone conformational
flexibility. We hypothesize that the limited conformational opening of the flaps in V6
might alter the ability of the inhibitor, and possibly substrate, to enter into the active site

cavity, whereas in MDR769the longer average semi-open distance might increase the
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free energy cost for the flaps closing tightly in the presence of inhibitor or substrate. This
would be consistent with an inability to form stable interactions with the flaps.

Notably, our hypothesis is supported by previous experimental obser¢atiéifs
that the effects of nonactive-site mutations, such as M46l, 154V, M361 and A71V, are not
affecting the final bound conformation but might be affecting the mechanics of the flap

opening and closing or the stability of the opened or closed conformation.

5.4 Conclusions

Both EPR experimental data and MD simulations converge to the same distance
changes, demonstrating that the combination of these two methods is adapted to the study
of the intrinsic dynamics of HIV-1 PR associated with its catalytic funcilitle DEER
results show that mutations linked to function and inhibitor resistance can alter flap
conformations in HIV-1PR. On the other hand, the MD simulations of the flap motion
provide a structural interpretation of the EPR data. Upon the basis of the combined
analysis, we see that both the breadth of the flap distance distribution profile and the
average conformation are altered in the mutants, providing valuable insight into the
coupling of drug resistance and protein backbone conformational flexibility. We
postulate that changes in the dynamics of the flaps opening and closing would have a
greater effect on the stable binding of rigid inhibitors than the transient binding of
flexible substrates; perhaps the limited conformational opening of the flaps alt®6

the ability of the inhibitor, and possibly substrate, to enter into the active site cavity,
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whereas in MDR769 the longer average semi-open distance might increase the free

energy cost for the flaps closing tightly in the presence of inhibitor or substrate.
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Chapter 6

Concluding Remarks

In this work, we employed MD simulations in combination with experimental
techniques to study the structural and dynamic features of HIV-1 protease. Our
simulations provide solid evidence for the existence of pre-existing equilibrium between
different conformations of this enzyme in the absence of the ligand, ranging from closed,
curled, semi-open, and fully-open forms, which is in excellent agreement with the
observations from X-ray crystallography, solution NMR and EPR spectroscopy. Based on
the results from oups MD simulations on apo HIV-PR with explicit solvent, we
suggested that the rearrangements of the flaps between the closed and semi-open
conformations is likely induced by the twisting of the backbone of the flap tips, mainly
owing to the rotation of th# angle of Gly49 an@ angle of lle50. Such twisting in turn
disrupts the inter-monomer interactions between the two tips, especially the van der
Waals contacts between the flap tip 11e50 residue and the hydrophobic cluster within the
other monomer, thus causing the rearrangements of the flaps to take place.

Moreover, on the basis of energetic analyses, we speculate that the highly conserved
dimer interface is a critical element not only structurally, but also functionally; the full
flap opening event is likely an intermediate state along the path of
dissociation/association of the HIV-1 PR dimer, owing to the fact that the dimer is at
equilibrium with the monomer. In addition, residue-based energy decomposition analysis

revealed that the intermonomer interaction energies are not evenly distributed along the
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entire dimer interface, with the N- and C-termini making very favorable intermonomer
interactions, as well as certain residues from the flaps (residues 45-54), the active site (
residues 24-27), and the region encompassing-tiedix (residues 86-94) and tldoop
(residues 4°-9’). Importantly, residues Leu9 and Arg87 from the helix, as well as lle5 and
Trp6 from the solvent-exposdidloop, exhibited significant decreases in their respective
interaction energies when the flaps opened, implying that the disruption of the
intermonomer interactions formed among these residues might be associated with the
observed partial dissociation of the dimer , i.e., the opening of the flaps. The significance
of the inter-subunit interactions within this dimer interface to the gating dynamics of the
flaps was confirmed by double mutant simulations, which exhibit reduced binding
affinity at thea-helix andp-loop dimer interface. Thus, we hypothesize that targeting the
highly conserved region of the dimer interface formed between the helix afidabe

in the fully open form may trap the enzyme in an inactive conformation, and thus may
effectively interfere with the equilibrium between the different conformations of the
protease associated with its function, thus creating new opportunities for inhibitor design.
That this novel class of inhibitors is distinct from the dimerization inhibitors, which are
designed to mimic the dimerization interface of the monomeric form of HIV-1 PR, thus
blocking the assembly of the homodimer.

In addition, energy decomposition revealed that there is an anticorrelation between
the interaction energies within the flap elbow, fulcrum, and cantilever regions with the
total binding affinity; these three outer loops make more favorable intermonomer
interactions when the flaps open. Thus, this result provides further solid support for the

potential of these regions as allosteric sites to inhibit HIV-1 PR in terms of energy, not
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just based on the structural anticorrelation between these regions, as reported before by
different groups. Thus, it is most likely that if a molecule binds to the ‘exo’ site
surrounded by the flap elbow, the fulcrum and cantilever regions will exert negative
allosteric control on the motion of the flaps, thus inhibit its function.

It is worth noting that a high temperature (375K) was used in our MD simulations,
enabling efficient sampling over the long period of one microsecond. Although the
temperature dependence of the protein dynamics appears to be small, as the atomic
fluctuations follow similar trends in both the high and the low temperature simulations,
the sampling of conformational substates in the high temperature MD simulation is, in
fact, different from that at a low temperature. As a result, the use of high temperature
precludes us from exploring the energy difference among various conformations at low
biological temperature, which may be associated with drug resistdridenetheless, a
reaction coordinate for umbrella sampling was suggested from this high temperature MD
simulation; an angle between the two vectors (Figure 3-7). Hence, performing an
umbrella sampling simulation along this reaction coordinate will most likely generate the
potential of mean force (PMF) of the protease at the low temperature of interest.

The second project aimed at gaining a better understanding of how resistance caused
by protease mutations arises. In the simulationsthe spin-labeled proteases, the
guantitative agreement of the interspin distance profiles with EPR measunesrent
achieved, and the breadth of the flap distance distribution profile and the average
conformations were observed to be altered in the mutants. Thus, these studies validate the
robustness of current computational techniques that have reached the stage where they

can reproduce experimental observations, and thus provide valuable insight into the
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coupling of drug resistance and protein backbone conformational flexibility. We suggest
that mutations that arise in response to PI treatment alter the flap conformations in the
absence of substrate/inhibitor; the limited conformational opening of the flaps may6

alter the ability of the inhibitor, and possibly substrate, to enter into the active site cavity;
whereas in MDR769 the longer average semi-open distance might increase the free
energy cost for the flaps closing tightly in the presence of inhibitor or substrate.

While the coupling between mutations and conformational changes is recognized,
guantitative assessment of the correlation between mutations and energetics remains to be
clarified, which requires the potential of mean force (PMF) profiles for different
proteases. Mutations might alter the energy difference between different conformations
of HIV PR. To address this issue, we can carry out umbrella sampling simulations using
the open angle as the reaction coordinate, as suggested in our high temperature MD
simulations A detailed knowledge of the energy differences between different conformers
of variants is of importance for a better understanding of how drug resistance arises from
mutations in the viral genome, which will help physicians design the best therapeutic
regimen for a HIV-infected patient.

Finally, as discussed in Chapter 1, the performance of MD simulations is also limited
by inaccuracies in the potential energy function. Specifically, a force field may bias the
simulation toward incorrect conformatiofisThis may explain the unexpected stability
of the protease under high pressure and high temperature. In particular, four residue
types, isoleucine, leucine, aspartate, and asparagine, have been reported to exhibit
particularly large deviations from the PDB distribufiynsuggesting that the ff99SB

force field does not model these side chains accurately.ITtoggion potentials for these
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four residues also demonstrate considerable differences from MP2 calculations (this is
work is done by James Maier, also in Simmerling’s lab). Notably, systematic revision of
the y; torsion potentials for amino acid side chains is in progress. To further verify the
mechanisms revealed by current work, future study should be carried out employing the

updated force field with modified torsion potentials.
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Appendix 2- Structure and the AMBER force field

parameters of the phosphorothioate-substituted

nitroxide spin label
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